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Abstract
An energy conserving method for electrostatic PIC simulations is compared against an explicit scheme
using either the continuous Galerkin method or the discontinuous Galerkin method to solve the field equa-
tion. The energy conserving method uses Ampère’s Law to advance the electric field whereas the explicit
methods solve the electrostatic Poisson equation. The three methods are compared using a one dimensional
test case. It is shown that, in contrast to the explicit methods, the energy conserving method remains sta-
ble even for large time steps. Finally, a three dimensional test case is presented to show the beneficial
properties of the energy conserving scheme.

1. Introduction

Plasmas play a major role in many modern applications, ranging from space-related topics such as electric propulsion1

to plasma-based coating technology,2 which plays a major role in micro and nano manufacturing. In the vast majority
of these plasmas, non-equilibrium effects and charge separation effects play a significant role. The correct simulation
of these plasmas with the effects mentioned is still extremely complex and only possible with extreme numerical effort.
The macroscopic description using continuum-based magnetohydrodynamic equations (MHD) is insufficient in most
cases, as the non-equilibrium effects cannot be represented in a physically correct way.3 On the other hand, plasma
kinetic models such as the Particle-In-Cell method can describe non-equilibrium effects correctly, but the numerical
complexity of the simulation is high due to the spatial and temporal resolution required for stability.4 In common
electrostatic explicit PIC methods, the Debye length of the plasma usually has to be resolved spatially and the plasma
frequency of the electrons has to be resolved temporally. However, this leads to extreme computing times, especially
for full 3D simulations, so that many applications cannot currently be simulated for computational reasons. It is often
the case that the fine resolution of the electron movement in the plasma is necessary for the stability of the calculation,
but the exact movement of the electrons is not of primary importance for the application, e.g. electric propulsion
systems, but rather the collective behaviour of the plasma and the behaviour of the significantly slower ions are of
interest here.

A possible solution to this problem is hybrid methods in which the electrons are approximated within the PIC
simulation using a fluid approach. The simplest variant of this is the Boltzmann fluid in which the electrons are
assumed to be isothermal and with instantaneous propagation.5, 6 Although good results can already be achieved for
various applications, this assumption fails for plasmas with an applied magnetic field or non-isothermal conditions
such as in plasma expansions. Depending on the area of application, there are of course various much more complex
fluid models which can also deliver very good results, but the possibility of covering non-equilibrium effects of higher
momentum with them is only possible to a certain extent.7, 8 In addition, solving the fluid equations adds complexity
to the solver by coupling the PIC method with a hyperbolic fluid solver to handle the electrons.

Another possible approach to the resolution problem in PIC simulations is to treat the electrons using implicit,9

semi-implicit10 or energy conserving methods,11 which suppress the typical plasma heating that results from under-
resolving the plasmas in explicit PIC methods. With coarser temporal and spatial discretisations in these methods,
electron trajectories are not necessarily resolved exactly, emphasising the accuracy and convergence concerns of im-
plicit methods. However, the advantage is that no additional solver is required to compute the fluid assumptions in
addition to the PIC solver. The aim of this article is to investigate this second approach, focusing in particular on
the connection of these methods with higher-order solution schemes in terms of accuracy and convergence. In recent
years, various Discontinuous Galerkin (DG) methods have emerged as an alternative to conventional finite element
methods for solving Poisson problems, offering advantages in terms of the number of degrees of freedom and matrix
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conditioning, especially at higher orders.12, 13 However, the non-continuous solution space of DG methods poses chal-
lenges when combined with implicit particle solvers and energy-conserving PIC methods. On the other hand, higher
order methods provide an opportunity to significantly increase the accuracy of the approach, allowing efficient and
accurate solutions even with large time steps. This work presents three methods that have been implemented in the
code PICLas14 and comparative results as a reference on which future studies can build.

2. Physical Model

In the context of rarefied plasma, the evolution of the probability density function fα of each species α is governed by
the Vlasov equation

∂ fα
∂t
+ v · ∇ fα +

qα
mα

(E + v × B) · ∇v fα = 0. (1)

Each physical particle of every species has the same mass mα and the same charge qα. The physical particles are
accelerated due to the electric and magnetic fields generated by other charged particles or by applying external fields.
These electric and magnetic fields are given by Maxwell’s equations

∇ · E =
ρ

ε0
(2)

∇ · B = 0 (3)

∇ × E = −
∂B
∂t

(4)

∇ × B = µ0

(
J + ε0

∂E
∂t

)
, (5)

The charge density ρ and the charge current density J are calculated as follows:

ρ =
∑
α

∫
qα fα dv (6)

J =
∑
α

∫
qαv fα dv. (7)

In many cases however, the current induced magnetic field can be neglected. Under these conditions, the electroqua-
sistatic limit is used to calculate the electric field. This can be done by solving the Poisson equation

∆φ = −
ρ

ε0
(8)

or by taking the derivative of Ampère’s law (5) and solving the resulting equation:

∂∆φ

∂t
+

1
ε0
∇ · J = 0. (9)

In the preceding equations, the electrostatic potential φ was introduced, which forces a rotation free electric Field. It
is defined as ∇φ + E = 0. It is important to note that the modified Ampère’s law (9) and the Poisson equation (8) are
interchangeable due to charge conservation

∂ρ

∂t
+ ∇ · J = 0. (10)

3. Numerical Approach

We approximate the probability density function of each species using Np simulation particles

f (x, v, t) ≈
Np∑
p=1

ωpS
(
x − xp(t)

)
δ
(
v − vp(t)

)
. (11)

Each computational particle has a time dependent position xp(t) and velocity vp(t), as well as a constant weighting ωp

that represents the number of physical particles per simulation particle. A shape function S(r) may be used to smooth
the solution in all spatial dimensions, as suggested by Jacobs et al.15 However, in this work, we limit the particle shapes

2

DOI: 10.13009/EUCASS2023-770



PIC SCHEMES FOR MULTI-SCALE PLASMA SIMULATIONS

to the Dirac delta, S
(
x − xp(t)

)
= δ

(
x − xp(t)

)
. With the probability density function approximated by computational

particles, we then solve the particle trajectories given by the characteristic equations

dxp

dt
= vp (12)

dvp

dt
=

qp

mp
Ep. (13)

We discretize these particle trajectories using the leapfrog scheme

xn+1/2
p = xn−1/2

p + ∆tvn
p (14)

vn+1
p = vn

p + ∆t
qp

mp
En+1/2

p (xn+1/2
p ). (15)

The approximated probability density function (11) can also be inserted into expressions (6) and (7), yielding

ρ =
∑
α

Nα∑
p=1

qαωpS
(
x − xp(t)

)
(16)

J =
∑
α

Nα∑
p=1

qαωpvp(t)S
(
x − xp(t)

)
. (17)

3.1 Field Solver

The task of the field solver is to calculate the electric field at the particle positions En+1/2
p (xn+1/2

p ) depending on the
corresponding charge density and boundary conditions. In the particle-in-cell method, the electric field is evaluated on
a grid and then interpolated onto the particle positions. In this study, we compare three different methods for calculating
the electric field: a discretization of the Poisson equation using the continuous Galerkin spectral element method (CG-
SEM) or the hybridizable discontinuous Galerkin spectral element method (HDG-SEM), and a discretization of the
modified Ampère’s law using the CG-SEM, which results in the energy conserving method (ECSim) by Lapenta.16

The CG-SEM and HDG-SEM are spectral element methods that can provide high accuracy and flexibility in handling
complex geometries when used at a high order. Compared to the CG-SEM, the HDG-SEM may offer faster convergence
due to a smaller number of globally coupled unknowns, especially for high order simulations.17 This faster calculation
of the electric field can significantly speed up the entire code, as the electric field needs to be calculated in each
time step. On the other hand, the ECSim, which is based on the discretization of the modified Ampère’s law, has the
advantage of being energy conserving. This property is promising as it essentially eliminates the restrictive grid heating
and is unconditionally stable for all time steps.16 However, each method also has its potential drawbacks. For instance,
the HDG-SEM, despite its potential for faster convergence, introduces discontinuity in the deposited charge density,
which may lead to oscillations.

In the following subsections, we will briefly cover the derivation of each method. We refer to the book from
Kopriva18 for an in-depth introduction into the CG-SEM and to a series of papers by Cockburn et al.19–22 for detailed
derivation of the HDG method. The derivation of the ECSim with finite element methods is found in Parodi et al.11

3.1.1 Continuous Galerkin discretization of the Poisson equation

In the CG-SEM, Poisson’s equation (8) is multiplied by a test function ϕ and integrated over the whole computational
domain Ω ∫

Ω

∆φϕ dx = −
∫
Ω

1
ε0
ρϕ dx. (18)

Applying partial integration, we obtain the weak form of the equation∫
Ω

∇φ · ∇ϕ dx = −
∫
Ω

1
ε0
ρϕ dx. (19)

In this work, we consider exclusively periodic test cases. Thus, the surface integral at the domain boundaries is
omitted. What remains is to insert the expression for the charge density (16) and the approximation for the solution

φ ≈ φh =
∑

j

φ̂ jψ j (20)
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with ψ j being the continuous basis functions and φ̂ being the according weight. Also, we insert the Galerkin ansatz and
choose the basis functions the test functions, ϕ = ψi.∫

Ω

∑
j

φ̂ j∇ψ j · ∇ψ j dx = −
1
ε0

∑
p

ωpqpψi(xp). (21)

The remaining integrals are approximated using Lobatto quadrature, which uses the same nodes as the basis functions.
This results in a sparse symmetric linear system of equations, that can be solved either directly or by using an iterative
method. In our work, we implemented the library PETSc23 to solve large linear systems. For the small one-dimensional
test cases, a direct solver, Cholesky decomposition, was used. When the system becomes too large, we instead opt for
the conjugate gradient method with ILU preconditioning.

The simplest approximation are linear basis functions inside the elements, which leads to the standard finite
element method. This second order scheme is identical to the widely used linear b1-spline shape functions for the
particles and the finite difference scheme to solve Poisson’s equation.

3.1.2 Hybridizable discontinuous Galerkin discretization of the Poisson equation

In contrast to the CG-SEM, for the HDG-SEM we do not start with the Poisson equation (8), but with the divergence
equation (2).24 The system to solve is given by the following equations

E + ∇φ = 0 (22)

∇ · E =
ρ

ε0
(23)

(E∗ · n)− + (E∗ · n)+ = 0 (24)

The last equation enforces continuity of the electric field across interfaces between elements. It is needed because new
variables are introduced at the interfaces and will couple the electric fields between elements as we will see in the
following lines. First however, the equations are brought to the variational form by multiplying with the test functions
and integrating over one element. Then, we integrate equation (22) by parts to obtain the weak form and integrate
equation (23) twice to obtain the strong form. The resulting system reads∫

E

E ·Φ dx −
∫
E

φ∇ ·Φ dx +
∫
∂E

φ∗Φ · ndx = 0 (25)

−

∫
E

∇ · Eϕ dx −
∫
∂E

(E∗ − E)− · nϕ dx =
∫
E

ρ

ε0
ϕ dx (26)∫

Γ

(
(E∗ · n)− + (E∗ · n)+

)
λ̄ dx = 0 (27)

where u,Φ and λ are the test functions for the three equations. The first two equations are integrated over one element
E whereas the third equation is integrated over one interface Γ between elements. Now, numerical traces for φ∗ and
(E∗ · n) have to be introduced. We follow the ansatz of Cockburn et al.22 and choose

φ∗ = λ (28)

(E∗ · n)+/− = (E · n)+/− + τ(φ+/− − λ) (29)

with τ > 0 being the stabilization parameter. In the ansatz, we have introduced a new variable λ which describes the
unique potential at the faces between elements. After also inserting the approximate solution

E ≈ Eh =
∑

j

Ê jΦ j(x), φ ≈ φh =
∑

j

φ̂ jϕ j(x), λ ≈ λh =
∑

j

λ̂ jλ̄ j(x) (30)

with the Galerkin ansatz, we arrive at the final set of equations to solve∫
E

Eh ·Φi dx −
∫
E

φh∇ ·Φi dx +
∫
∂E

λhΦ j · ndx = 0 (31)

−

∫
E

∇ · Ehϕi dx −
∫
∂E

τ(φ−h − λh) · nϕi dx =
∑

p

ωp

ε0
ϕi(xp) (32)∫

Γ

((Eh · n) + τ(φh − λh))− λ̄ dx +
∫
Γ

((Eh · n) + τ(φh − λh))+ λ̄i dx = 0 (33)

While the system has more degrees of freedom, only the introduced variable λ must be calculated globally. The
potential and the electric field can be calculated in an element-local post-processing step that is easily parallelized.
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3.1.3 Continuous Galerkin discretization of Ampère’s law

In order to calculate the electric field with the modified Ampère’s law, we first discretize the time derivatives using the
implicit midpoint method, as it is done in the ECSim16

∆δφ = −
∆t
ε0
∇ · Jn+1/2 with δφ = φn+1 − φn. (34)

Since the electrostatic potential and thus the electric field is given at times n and n+ 1, the field must be interpolated to
n + 1/2 for equation (15). This is done with a simple linear interpolation

En+1/2 =
En + En+1

2
. (35)

Again, we multiply the equation by the test functions, integrate over the domain and integrate by parts to obtain the
weak form of the equation ∫

Ω

∇δφ · ∇ϕ dx = −
∆t
ε0

∫
Ω

Jn+1/2 · ∇ϕ dx. (36)

Now, the expression for the charge current density must be inserted

Jn+1/2 =
∑

p

ωp
vn+1

p + vn
p

2
δ
(
x − xn+1/2

p

)
(37)

Inserting this leads to an implicit scheme, hence the name ECSim. However, inserting equation (15) and equation (35),
together with E = −∇φ, leads to the following expression

Jn+1/2 =
∑

p

ωp

(
vn

p +
∆t
2

qp

mp
∇φn+1/2

p

)
δ
(
x − xn+1/2

p

)
(38)

=
∑

p

ωp

(
∆t
4

qp

mp
∇δφp

)
δ
(
x − xn+1/2

p

)
+

∑
p

ωp

(
vn

p +
∆t
2

qp

mp
∇φn

p

)
δ
(
x − xn+1/2

p

)
, (39)

where φp = φ(xn+1/2
p ). Inserting this expression into the weak form (36) as well as the approximate solution (20) and

the Galerkin ansatz, the final equation reads

∑
j

δφ̂ j

∫
Ω

∇ψ j · ∇ψi dx +
∑

p

∆t2ωpqp

4ε0mp
∇ψ j,p · ∇ψi,p

 = −∑
p

∆tωp

ε0
vn

p +
∆t2ωpqp

2ε0mp

∑
j

φ̂n
j∇ψ j,p

 · ∇ψi,p. (40)

Again, the remaining integral is approximated by Lobatto quadrature and the resulting linear system is solved

4. Results

4.1 1D Plasma Expansion

In this section, we compare the performance of the explicit implementation using the HDG-SEM with the explicit
and semi-implicit schemes using the CG-SEM. We simulate the 1D plasma expansion testcase presented by Parodi et
al.11 as our benchmark. The simulation is conducted on a periodic grid of size L = 2000λD, with half of the domain
initially filled with a quasi-neutral plasma with number density ne = ni = 5 × 1016. The Debye length is calculated
by with λD =

√
ε0kBTe/(neq2

e). The electrons (me ≈ 9.109 × 10−31 kg, qe = −e) are initialized with the temperature
TekB = 1 eV. The ions (mi ≈ 1.673 × 10−27 kg, qi = e) are initialized with the temperature Ti = 300 K.

In Case 1, we ensure that both temporal and spatial scales are well resolved. The time step is set to ∆t = 0.2ωe,
with the electron plasma frequency ωe =

√
neq2

e/(ε0me), which is considered the accuracy limit for explicit solvers.4

The element length is set to ∆x = 0.5λD, resolving the Debye length and thus preventing excessive grid heating. Figure
1 shows the simulation results for the this case. All three simulation methods are close agreement with each other and
with the result reported by Parodi et al.11 However, the ECSim exhibits slightly increased noise in the solution, which
can be attributed to the sampling of the charge current density instead of the charge density. As the sampled current
density for ECSim is the first moment of the distribution function and the sampled charge density for the other two
methods is the zeroth moment of the distribution function, it remains more noisy for the same number of particles.
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(a) Normalized ion number density
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Figure 1: Ion densities and velocities for the fully resolved test case (∆x = 0.5λD, ∆t = 0.2ωe) at time t = 22.08ωi.
The black dashed line shows approximately the solution of the fully resolved case by Parodi et al.11 Ion speed of
sound cs =

√
kTe/mi used for the nondimensionalization of the ion velocities. The plot shows the area of the plasma

boundary.
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Figure 2: Total energy variation over time for the different methods. Case 1 denotes the fully resolved test case with
cell size ∆x = 0.5λD and time step ∆t = 0.2ωe. Case 2 denotes the spatially underresolved test case with the same time
step, but with cell size ∆x = 10λD.

In Case 2, we increase the element size to ∆x = 10λD, as done by Parodi et al.11 The new mesh does not resolve
the Debye length and grid heating is expected when an explicit time integration scheme is used. Figure 2 displays
the total energy variation for both Case 1 and Case 2. As expected, the total energy remains constant when using the
ECSim within the precision of the solver. Interestingly, the CG and HDG methods exhibit different behaviors in Case 2.
While the HDG method experiences the expected grid heating, the CG method does not, and its energy remains nearly
constant. This unexpected result requires further investigation. Looking at the ion number density and ion velocity
plots in Figure 3, we can see that the result obtained from the CG method closely aligns with those from the ECSim.
For both methods, the expansion lags slightly behind that of the reference simulation. The HDG method, on the other
hand, exhibits noticeable grid heating. This leads to an inflated ion velocity, causing the expansion to occur at a faster
rate than it does with the smaller cell size.

In the final test, Case 3, we also increase the time step size to ∆t = 0.2ωi, with the ion plasma frequency

ωi =

√
niq2

i /(ε0mi). Now, only the trajectory of the ions is well resolved and plasma oscillations by the electrons
cannot be captured. The explicit time integration methods become unstable at the given time step size, leading to a
rapid increase in energy and to an unphysical behaviour of the particles, so that the solver cannot produce a result.
Therefore, Figure 4 only shows the solution of the ECSim. Although the density deviation in the expansion region is
relatively large, the ion velocity of the reference solution is very well matched. As this is an expansion into vacuum,
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Figure 3: Ion densities and velocities for the spatially underresolved test case (∆x = 10λD, ∆t = 0.2ωe) at time
t = 22.08ωi. The black dashed line shows approximately the solution of the fully resolved case by Parodi et al.11 Ion
speed of sound cs =

√
kTe/mi used for the nondimensionalization of the ion velocities. The plot shows the area of the

plasma boundary.
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(b) Normalized ion velocity

Figure 4: Ion densities and velocities for the underresolved test case (∆x = 10λD, ∆t = 0.2ωi) at time t = 22.08ωi.
The black dashed line shows approximately the solution of the fully resolved case by Parodi et al.11 Ion speed of
sound cs =

√
kTe/mi used for the nondimensionalization of the ion velocities. The plot shows the area of the plasma

boundary.

the density gradient here is very large, so the noise from the source of the field solver in the form of the current density
may also play a greater role. If greater accuracy is required, electron sub-stepping could also reduce the integration
errors of the fast electrons in these cases. In summary, however, the ECSim is a very promising way to perform plasma
simulations much more effectively, since many restrictions on spatial and temporal resolution are removed without
having to solve the particles iteratively as in fully implicit methods.

4.2 3D Plasma Expansion

To demonstrate the capabilities of the ECSim in a three-dimensional test case, we simulate the expansion of an initially
quasi-neutral and homogeneous plasma ball. The computational domain is a periodic cube with dimensions of 80 ×
80 × 80 elements, each with length ∆x = 10λD. The plasma sphere, with a radius of r0 = 400λD/3, is initialized with
500000 particles per species. All other parameters remain identical to those in the one-dimensional test case.

Figure 5 shows the normalized density and the magnitude of the outward-pointing velocity vector as a function
of the radius. The simulation was performed using the ECSim with a large time step of ∆t = 0.2ωi. Again, the explicit
methods were unable to produce a result due to the instability of the time integrator. As observed in the one-dimensional
test case, the ions are accelerated outwards.

In future work, the accuracy of the unresolved ECSim method will be compared with a resolved reference for the
3D plasma expansion, and methods will be developed to improve this for ECSim. This is only a demonstration of the
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Figure 5: Ion densities and velocities for the three dimensional test case at time t = 22.08ωi calculated with the ECSim.
Ion speed of sound cs =

√
kTe/mi used for the nondimensionalization of the ion velocities.

3D capabilities of the method in principle, as these play an even greater role in 3D simulations. To resolve the Debye
length, 1600 × 1600 × 1600 elements would have been needed, which is 8000 times more degrees of freedom than
the simulation shown here, and 40 times more time steps would have to be calculated if the electron plasma frequency
had to be resolved instead of the ion plasma frequency. Thus, ECSim clearly shifts the computation time for such
simulations into ranges that are still computable without a large high-performance cluster.

5. Conclusion and Future Work

We have presented and compared three different methods for calculating the electric field in a PIC simulation: a
discretization of the Poisson equation using the continuous Galerkin spectral element method (CG-SEM) or the hy-
bridizable discontinuous Galerkin spectral element method (HDG-SEM), and a discretization of the modified Ampère’s
law using the CG-SEM (ECSim).

While considerable grid heating was observed with the HDG-SEM in the spatially underresolved one-dimensional
test case, the CG-SEM did not show this issue. When the time step was set to a much larger value than the electron
plasma frequency, the two explicit methods became unstable. In this case, only the ECSim was able to produces rea-
sonable simulation results. The favorable properties of the energy-conserving scheme were further demonstrated in a
three-dimensional test case.

Looking ahead, an energy-conserving implementation of the HDG method may be even more beneficial as it
reduces the number of globally coupled degrees of freedom, thereby enabling faster computation of the electric field.
Also, the use of high-order basis functions allows for a further reduction of coupled unknowns.

In our future work, we plan to investigate the use of particle sub-stepping for electrons in order to reduce inte-
gration errors.
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