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Abstract 

Neural network-based, data-driven turbulence models substantially enhance the predictive capabilities for separated 

flows, but their generalizability to new, distinct scenarios is limited and interpretation challenging. To overcome these 

issues, we employ deep symbolic regression to create an analytical correction term for the Shear-Stress Transport (SST) 

model. The training data is generated via the field inversion method from Large Eddy Simulation (LES) data of a 

curved-backward-facing step. This augmented model demonstrates promising performance in separated flows that 

differ significantly from the training set, inclusive of complex 3D cases. 

1. Introduction

Effective turbulence modeling in CFD plays an important role in a vast number of engineering applications, such as 

the aerodynamic design of wings, turbine blades, and automobiles. High-fidelity methods such as direct numerical 

simulation (DNS) and large eddy simulation (LES) can resolve complex turbulence structures with good accuracy, but 

the computational cost is too high to be applied to the daily engineering design process. Reynolds averaged Navier-

Stokes equation (RANS), on the other hand, has a relatively low computational cost, which is suitable for evaluating 

multiple configurations in a limited time in the trial-and-error design phase. However, RANS turbulence models 

struggle to give accurate predictions in complex separated flows, since most of its components are constructed and 

calibrated in simple attached flows. Widely used Spalart-Allmaras (SA) model and the Shear-stress-transport (SST) 

model predicted erroneously large separation zone in the NASA hump case and the periodic hill [1]. Li et al. found 

that the SST model also fails to predict the pressure distribution on an iced airfoil [2]. Similar issues are also observed 

in the wake prediction of the simplified car model (Ahmed body) [3]. 

Many attempts have been made to enhance the RANS model’s ability in predicting separated flows. Rumsey proposed 

a correction factor to the destruction term of 𝜔’s transport equation for the SST model based on his observation that 

the RANS model often underpredicts eddy viscosity in the separated shear layer. The corrected model gave improved 

results in the periodic hill [1]. Li et al. proposed a similar correction factor to the 𝑘 − �̅̅�2̅  − 𝜔 model and improves its 
ability in predicting the flow separation on an iced airfoil [2,4,5]. Though the interpretability of these models is good, 

deriving these correction terms from physical knowledge and experience can be very difficult. And the modeler’s own 

bias may hinder the discovery of more novel expressions of the correction term.  

In recent years, the data-driven method has been introduced to the turbulence modeling community. The uncertainty 

of classic turbulence models was quantified using mathematical methods. Xiao et al. [6] used the Ensemble-Karman 

filter (EnKF) method to quantify the discrepancy between the Reynolds stress given by RANS models and the high-

fidelity data. Duraisamy [7] added a multiplicative correction factor to the production term of the SA model and derived 

its distribution by minimizing the error between the quantity of interest (QoI) given by RANS prediction and high-

fidelity data. This framework is called field inversion (FI). On the other hand, many data-driven turbulence models 

based on the black-box machine learning model that learns from high-fidelity turbulence data emerge. These models 

interreact with the RANS solver dynamically in the CFD solution process to improve the accuracy of separation 

prediction. Yin et al. [8] proposed a novel set of input features and fed them into an ANN to predict the Reynolds stress, 

which predicted the separation in the periodic hill case successfully. Yan et al. [9] utilized field inversion to derive the 

distribution of the correction term and then uses the ANN model to predict it dynamically. This approach succeeded 

in both 2D and 3D separation prediction [10]. Though these black-box models excel in flows similar to their training 

set, they often fail in completely different flows. Some of them may even deteriorate the original turbulence model’s 
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ability to predict simple attached flows [11]. On the other hand, the black-box model lacks interpretability, making its 

behavior unpredictable and prone to give surprising results.  

 

Recently, the symbolic regression (SR) method, which is a classic ML algorithm, is introduced to turbulence modeling. 

Like other ML methods, SR also learns from data, but it produces a (set of) compact analytical expressions of the 

output relative to the input features rather than a black-box model which is often over-parameterized. Since the 

analytical expression is short, interpretable, and has only a few parameters, it is less prone to overfit the data and has 

a larger potential to be generalized to new cases. Some SR frameworks [12,13] even allow the modeler to define custom 

operators to reflect their physical understanding of the problem, which also increases the output expression’s 

interpretability. SR has been used for discovering algebraic Reynolds-Stress models [14] and nonlinear eddy viscosity 

relations in multi-phase flows [15]. However, in these works the generalization ability of the expression is not 

thoroughly studied, and the final expression is simple polynomials. 

 

In this study, we propose a new data-driven turbulence modeling framework to obtain an analytical correction factor 

for the SST turbulence model. In this framework, the correction factor 𝛽(𝐱) is multiplied by the destruction term of 

𝜔′𝑠 equation. Field inversion is then performed on the curved-backward-facing-step (CBFS) case using LES data to 

derive 𝛽(𝐱)’s distribution. After that, we leverage the power of a newly developed deep symbolic regression (DSR) 

tool [13] to find out the analytical expression (denoted as 𝛽(𝛘)) of  𝛽 with respect to selected flow features (denoted 

as 𝛘).  The expression 𝛽(𝛘) is then modified based on physical a priori and integrated into the original SST model to 

obtain the SST-DSR model. The SST-DSR model is then applied to its training set (CBFS) and distinct testing cases 

with separated flows including 2D bumps with various heights and 3D Ahmed body (simplified car body). The SST-

DSR model outperforms the original SST model in all these testing cases, showing its high generalizability. The model 

is also applied to the turbulent boundary layer on a flat plate, giving nearly identical results compared with the original 

SST model. This implies that the correction term obtained by DSR does not affect the original SST model’s 

performance in simple attached flows.  

 

 

2. The framework of uncertainty quantification and deep symbolic regression 

In this paper, the field inversion method proposed by [7] is used to quantify the uncertainty of the SST turbulence 

model. After field inversion, the distribution of the correction term 𝛽 is obtained. Then, DSR [13] developed by 

Petersen et al. is applied to learn the analytical relationship between 𝛽 and the selected flow features 𝝌. The overall 

framework of this study including the testing part is sketched in Figure 1. In the following section, the outline of field 

inversion will be discussed.  

 

 
Figure 1. The framework of field inversion and Deep symbolic regression as well as the testing process. 

 

2.1 Field inversion 

The SST model [16] takes the following form. It has two transport equations to describe the distribution of turbulent 

kinetic energy 𝑘 and specific dissipation rate 𝜔 : 
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∂
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𝜔
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 (1) 

 

The production term of 𝑘 is related to the total stress and the velocity gradient: 

 

 

𝑃 = 𝜏𝑖𝑗
∂𝑢𝑖
∂𝑥𝑗

, 𝜏𝑖𝑗 = 𝜇𝑡 (2𝑆𝑖𝑗 −
2

3

∂𝑢𝑘
∂𝑥𝑘

𝛿𝑖𝑗) −
2

3
𝜌𝑘𝛿𝑖𝑗  

𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖
) 

(2) 

 

Here we use 𝑺 = 𝑆𝑖𝑗𝒆𝒊𝒆𝒋  denotes the strain rate tensor and 𝝉 = 𝜏𝑖𝑗𝒆𝒊𝒆𝒋  denotes the total stress tensor. The eddy 

viscosity 𝜇𝑇 is determined by: 

 

 μ𝑇 =
ρ𝑎1𝑘

𝑚𝑎𝑥(𝑎1ω, |𝛀|𝐹2)
, Ω𝑖𝑗 =

1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

−
𝜕𝑢𝑗

𝜕𝑥𝑖
) (3) 

 

𝛀 = Ω𝑖𝑗𝒆𝒊𝒆𝒋 denotes the rotation rate tensor and |𝛀| = √Ω𝑖𝑗Ω𝑖𝑗  is its magnitude. The definition of other functions and 

constants can be found in [16]. To derive the transport equations of the SST model, many empirical assumptions have 

been made, which cause error in real applications.  

The SST model is widely used in engineering applications, showing great robustness. Several modifications were made 

to broaden the SST model’s application range, including the SST-sf model and the SST-RC-Hellsten model. In these 

works, the modification term is always multiplied by the destruction term (which is underlined in Eq (1)) of  𝜔’s 

transport equation:  

 

 −𝜃𝜌𝜔2
𝑚𝑜𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛
→          −𝑓(𝝌)𝜃𝜌𝜔2 (4) 

 

where 𝝌 represents some flow features. In our study, we follow this method and introduce the multiplicative factor 

𝛽(𝐱) to the destruction term of 𝜔 to reflect the uncertainty of the SST model:  
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∂(𝜌𝑢𝑗𝜔)

∂𝑥𝑗
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𝛾
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𝑃 −𝛽(𝐱)𝜃𝜌𝜔2 +

∂

∂𝑥𝑗
[(𝜇 + 𝜎𝜔𝜇𝑡)

∂𝜔

∂𝑥𝑗
] + 2(1 − 𝐹1)

𝜌𝜎𝜔2
𝜔

∂𝑘

∂𝑥𝑗

∂𝜔

∂𝑥𝑗
 (5) 

 

Every time the distribution of 𝛽(𝐱) is adjusted, the flow field predicted by the RANS simulation changes. If the 𝛽(𝐱) 
field is adjusted so that the quantity of interest (QoI, i.e., velocity) predicted by the RANS method is close to the QoI 

given by high-fidelity method (i.e., experiment, DNS, and LES), we can say that this ‘optimum’ 𝛽(𝑥) distribution can 

quantify the uncertainty (error) caused by the empirical assumptions made in the form of the SST model. We derive 

the distribution of 𝛽(𝐱) by minimizing the following function: 

 

 𝑚𝑖𝑛
𝛽
 𝐽 = λ𝑜𝑏𝑠∑(�̂�𝑖 − 𝑑𝑖(𝜷))

2

𝑖

+ λ𝑝𝑟𝑖𝑜𝑟∑(𝛽𝑗 − 1)
2

𝑗

 (6) 

𝜷 is the vector whose 𝑗 th component is the value of 𝛽(𝐱) on the 𝑗 th cell. 𝛽𝑗 is 𝜷’s 𝑗 th component. �̂�𝑖 denotes the 𝑖 th 

high-fidelity QoI data and 𝑑𝑖(𝜷) is the 𝑖 th QoI predicted by the RANS method given the vector 𝜷. The first term in 

Eq. (6) represents the error of QoI. The second term is added to prevent 𝛽 from deviating from its original value (i.e., 

1) too far away, punishing 𝛽 distribution that is not smooth enough. λ𝑜𝑏𝑠 ≈ [∑ (�̂�𝑖 − 𝑑𝑖(1))
2

𝑖 ]
−1

 to make 𝐽 ≈ 1 when 

𝛽𝑗 = 1, ∀ 𝑗. λ𝑝𝑟𝑖𝑜𝑟  is often at the level of 1 × 10−6 ∼ 1 × 10−4.  

 

The optimization problem (which is also called the field inversion problem) in Eq. (6) is solved by SNOPT [17] using 

gradient-based algorithms. The discrete adjoint method, which is designed for optimization problems involving PDE, 

is used to compute the gradient. The details of the discrete adjoint algorithm can be found in [18]. In this paper, the 

RANS solver and its adjoint solver are developed upon the open-source discrete adjoint toolkit DAFoam [19]. DAFoam 

is remarkably flexible and is friendly to secondary development.  
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2.2 Deep symbolic regression 

The overall framework of symbolic regression (SR) is quite similar to ordinary ANN models. A set of input features 

is selected and the dataset of input features and output labels is generated. Then the dataset is fed into the algorithm, 

which then outputs a model mapping the input features to the labels. In this study, five flow features are chosen as the 

input : 

 

 𝑥0 = 𝑡𝑟(�̂�
2) = 𝜆1, 𝑥1 = 𝑡𝑟(�̂�

2) = 𝜆2, 𝑥2 = 𝑡𝑟(�̂�
2 ⋅ �̂�2) = 𝜆5, 𝑥3 =

|𝛀|𝑑2

𝜈
, 𝑥4 = 𝑃/𝜖 (7) 

 

�̂�, �̂� are nondimensional strain tensor and rotation tensor respectively: 

 

 �̂� =
𝑘

𝜖
𝑺 =

𝑘

𝜖

1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗

𝜕𝑥𝑖
)𝒆𝑖𝒆𝑗  , �̂� =

𝑘

𝜖
𝛀 =

𝑘

𝜖

1

2
(
𝜕𝑢𝑖
𝜕𝑥𝑗

−
𝜕𝑢𝑗

𝜕𝑥𝑖
)𝒆𝑖𝒆𝑗 (8) 

 

𝑑 is the distance to the nearest wall. 𝑃 is the production term of the turbulent kinetic energy. The definition can be 

found in Eq. (2). 𝜖 in Eq. (11), (12) is defined as: 

 

 𝜖 =  𝛽∗𝜌𝜔𝑘, 𝛽∗ = 0.09 (9) 

 

𝑥0~𝑥2 mainly reflect the strain and rotation of the flow, and is proposed by Pope [20]. 𝑥3 is first used in [2] to detect 

regions with strong shear above the wall. 𝑥4 is used by Rumsey in [1] to measure the non-equilibrium characteristic of 

turbulence. The label of the dataset is set to be the difference between the 𝛽 derived by field inversion and 1 : 

 

 𝑦𝑖 = 𝛽𝑖 − 1 (10) 

 

One additional requirement of SR is that the user should also specify the operators used to construct the expression. In 

this paper, the following operators are used : 

 

Table 1 The operators used to construct the final expression 

Unary operators exp(𝑥𝑖) , tanh(𝑥𝑖) ,
1

𝑥𝑖
 

Binary operators 𝑥𝑖 + 𝑥𝑗 , 𝑥 − 𝑥𝑗 , 𝑥𝑖 ∗ 𝑥𝑗 ,
𝑥𝑖
𝑥𝑗

 

 

 

The deep symbolic regression (DSR) tool developed by Petersen [13] is used in this paper. RNN is used to predict the 

next symbol in a sequence of symbols. In particular, RNN predicts a probability distribution over all available symbols 

specified by the user of the next token based on the context. The next token is then obtained by sampling this probability 

distribution. The prediction terminates when the number of symbols balances the sum of arity provided by all symbols 

(2 for binary operators, 1 for unary operators, and 0 for constants and variables) :  

 

 𝑁 − 1−∑ 𝐴𝑖
𝑁

𝑖=1
= 0 (11) 

 

where 𝑁 is the total number of symbols and 𝐴𝑖 is the arity of the 𝑖 th symbol. The resulting sequence of symbols is 

interpreted as a pre-order transversal of an expression tree and the corresponding expression tree is reconstructed by 

placing the symbols in the sequence from root to node and from left to right, as shown in Figure 2. The process of 

calling RNN to generate the symbol sequence is shown in Figure 3. Note that the context of a token is its sibling and 

parent node in the expression tree.  
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Figure 2. Calling RNN recursively to generate a sequence of symbols 
 

 
Figure 3. Reconstruct the expression tree by treating the sequence of symbols as a pre-order traversal 

 

During the training process, the dataset is fed in, and a reinforcement learning method is used to adjust the parameters 

of the RNN to generate more accurate expressions. The objective of reinforcement learning is to maximize the 

following reward function: 

 

 𝑅 =
1

1 +𝑁𝑅𝑀𝑆𝐸
 (12) 

 

 𝑁𝑅𝑀𝑆𝐸 =
1

𝜎𝑦
[
1

𝑛
∑ (𝑦𝑗 − �̂�𝑗)

2𝑛

𝑗=1
]

1
2

, 𝜎𝑦 = [
1

𝑛
∑ (�̂�𝑗 − �̅̂�)

2𝑛

𝑗=1
]

2

 (13) 

 

where �̂�
𝑗
 is the 𝑗 th label and 𝑦

𝑗
 is the 𝑗 th predicted value. 𝜎𝑦 is the standard deviation of the label in the training 

set, acting as a normalizer. For a perfect recovery of the symbolic expression (i.e., 𝑁𝑅𝑀𝑆𝐸 = 0), the reward 

function 𝑅 should be 1. The program will keep track of the expression with the highest 𝑅 in the training process. 

When the training ends (i.e., the program hits the upper limit of the number of expressions evaluated), this best 

expression is chosen as the final expression.  
 

3. Performing field inversion on the CBFS case and learning the expression using DSR 

In this section, field inversion is conducted using the LES data of the CBFS case. After the optimized 𝛽 field is derived, 

the features in Eq. (7) are calculated from the flow field corresponding to the optimum 𝛽 and then fed into the DSR to 

train the analytical expression of 𝛽 − 1. The expression obtained is then integrated into the original SST model, 

forming the SST-DSR model. The SST-DSR model is then applied to the training case (CBFS) to predict 𝛽 

dynamically. The result shows that the SST-DSR model outperforms the original SST model.  

 

3.1 Field inversion on the CBFS case 

Figure 4 shows the configuration of the CBFS case. The velocity profile is given at the inlet based on the LES 

simulation data [21]. The maximum velocity of the profile is 𝑈𝑟𝑒𝑓 = 1 𝑚/𝑠. The height of the curved backward-facing 
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step is ℎ = 1 𝑚. The corresponding Reynolds number based on 𝑈𝑟𝑒𝑓  and ℎ is 13700. A total of 37093 cells are used 

and the height of the first layer grid satisfies that Δ𝑦+ ≤ 1. 

 

 
Figure 4. The configuration of the computational domain of the CBFS case 

 

The field inversion problem of the CBFS case based on the LES data in [Bentaleb] is defined as: 

 

 𝑚𝑖𝑛
𝛃
 𝐽 = 2.0∑ (�̂�𝑖 − 𝑢𝑖(𝜷))

230

𝑖=1
+ 1.0 × 10−4∑ (𝛽𝑗 − 1)

237093

𝑗=1
 (14) 

 

The 𝑥 component of the velocity (𝑢) is chosen as the QoI. A total of 30 LES data points are used. These points are 

randomly sampled near the separation zone, as denoted by the shaded area in Figure 5(a). 

 

  
                                                         (a)                                                                               (b) 

Figure 5. (a) Sample points of the LES data for field inversion. The stars represent the sample points.(b) The 
convergence history of 𝐽 

 

The field inversion problem defined in Eq. (14) is solved after 55 iterations of the SNOPT optimizer. The convergence 

history of the objective function 𝐽 is shown in Figure 5(b) It can be seen that the value of 𝐽 drops about 90% after 

optimization.  

The optimized 𝛽 field identified by the optimizer is depicted in Figure 6, showing an increase in the separated shear 

layer. Streamlines surrounding the curved backward-facing step, corresponding to both the optimized 𝛽 field and the 

original SST model (𝛽𝑗 = 1, ∀𝑗), are presented in Figure 7. The reattachment point exhibits a significant upstream shift 

with the optimized 𝛽  field. Following field inversion, the velocity profile aligns closely with the Large Eddy 

Simulation (LES) data. In contrast, the original SST model's result deviates considerably from the LES data, as 

demonstrated in Figure 8. 

 

 
Figure 6. The optimized 𝛽 distribution 
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Figure 7. The separation zone predicted by optimized 𝛽 and the original SST model (𝛽𝑗 = 1, ∀𝑗) 

 

 
Figure 8. Velocity profiles at different 𝑥 = 𝑐𝑜𝑛𝑠𝑡. locations 

 

An increased 𝛽 in the separated shear layer suppresses the dissipation of 𝑘, which subsequently amplifies turbulence 

activity. Consequently, the optimized 𝛽 field aligns physically with Rumsey's observation that conventional turbulence 

models frequently underestimate 𝜇𝑇 (which positively correlates with turbulence activity) within the separated shear 

layer. 

 

3.2 Deep symbolic regression on the field inversion data 

The optimized 𝛽 distribution and the corresponding flow features in Eq. (7) are used to train the analytical expression 

of 𝛽, denoted as 𝛽(𝝌). Sample points are extracted from both the mainstream region and the separation region (without 

the near wall region where 𝑑 < 0.05), as shown in . However, this extraction leads to an unbalanced 𝛽 distribution: 

82% of 𝛽 falls in the interval (0.9, 1.1), meaning that most of the samples correspond to minor correction. If we use 

the dataset directly to train the model, the algorithm would pay much attention to the minor correction samples, 

affecting the prediction accuracy of the significantly corrected samples (𝛽 > 1.1). Consequently, we use random 

under-sampling to limit the amount of 𝛽 in the interval (0.9, 1.1). After the under-sampling procedure, a total of 949 

samples (note that symbolic expression does not require a large amount of data to train, since there are just few 

parameters to determine) are selected and the ratio of minor correction 𝛽 is approximately 50%.  

 

 
Figure 9. Samples for training the analytical expression 

 

Deep symbolic regression (DSR) is then performed on the under-sampled dataset, using the operators in Table 1. The 

length of every expression is restricted to be larger than 4 and smaller than 12. A total of 2 × 106 expressions are 

evaluated and the batch size is 1000. The best equation, with 𝑅 = 0.718, is: 
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 𝛽 − 1 =
𝑃

𝜖

𝜂

𝜂 + 0.58
, 𝜂 =

𝜆2𝜆5
𝑅𝑒Ω

 (15) 

 

Eq. (15) discovered by DSR has a clear physical meaning. To interpret the equation, we start by analyzing the behavior 

of 𝜂. For 2D incompressible flow, 𝜆2 and 𝜆5 can rewritten using the incompressible relation: 

 

 𝜆2 = 𝑡𝑟(�̂�
2) = −|�̂�|

2
, 𝜆5 = 𝑡𝑟(�̂�

2 ⋅ �̂�2) = −
1

2
|�̂�|

2
|�̂�|

2
 (16) 

 

Using Eq. (8), Eq. (9), Eq. (16), and boundary layer approximation, the following expression can be derived in the 

boundary layer: 

 

 𝜂 ∝
𝜈

𝑑2𝜔6
|
𝜕𝑢

𝜕𝑦
|

5

 (17) 

 

On the other hand, [22] suggests that 𝜔 can be written as 

 

 𝜔 = 𝛼𝜈/𝑑2 (18) 

 

in the viscous sublayer, where 𝛼 is a constant. Combining Eq. (17) and Eq. (18): 

 

 𝜂 ∝ |
𝜕𝑢

𝜕𝑦
|

5 𝜈

𝑑2𝜔6
∝ (|

𝜕𝑢

𝜕𝑦
|
𝑑2

𝜈
)

5

 (19) 

 

Eq. (19) suggests that 𝜂 tends to zero near the wall as 𝑑 → 0. On the other hand, 𝑃/𝜖 tends to a finite value near the 

wall. This makes 𝛽 − 1 → 0, meaning that the correction term is turned off by 𝜂 in the viscous sublayer, which is a 

desirable feature since the original SST model can already resolve the near-wall region with good accuracy. 𝜂 can also 

be expanded in a different way, leading to other characteristics of this feature. We define: 

 

 𝑇𝑡 = 𝑘/𝜖 (20) 

 

𝑇𝑡 has a unit of time, and is called the turbulence time scale. Meanwhile, for the shear flow, we have approximately: 

 

 𝑇𝑚 ≔
1

|𝑺|
≈
1

|𝛀|
 (21) 

 

𝑇𝑚 can be viewed as the time scale of the mean flow. With Eq. (20) and Eq. (21), 𝜂 can be written as: 

 

 𝜂 ≈ (
𝑇𝑡
𝑇𝑚
)
5 𝑇𝑡𝜈

𝑑2
= |�̂�|

5 𝑇𝑡𝜈

𝑑2
 (22) 

 

Within the separated shear layer, the mean flow shear exhibits high intensity, resulting in a significantly reduced mean 

flow time scale, potentially even smaller than 𝑇𝑡, as per Eq. (21). As a result, the term (𝑇𝑡/𝑇𝑚)
5 = |�̂�|

5
 in Eq. (22) can 

become quite large, thereby augmenting the value of η. In the curved backward-facing step (CBFS) scenario, this 

inflated (𝑇𝑡/𝑇𝑚)
5 may lead to 𝜂~𝑂(10) in the separated shear layer. A high 𝜂 brings the second term 𝜂/(𝜂 + 0.58) 

in Eq. (15) close to 1, activating the correction term.  

 

The above arguments demonstrate that 𝜂 serves as a feature to identify the separated shear layer; it activates the 

correction (making 𝜂/(𝜂 + 0.58) approach 1) within the separated shear layer and deactivates it near the wall. We 

now examine the first term in Eq. (15). When the correction term is turned on by 𝜂, its magnitude is approximately: 

 

 𝛽 − 1 ≈
𝑃

𝜖
 (23) 

 

In the separated shear layer, the non-equilibrium turbulence is usually strong [1], leading to a large 𝑃/𝜖. Eq. (23) 

suggests that a larger 𝑃/𝜖  leads to larger 𝛽 , rendering a stronger 𝜔  destruction according to Eq. (5), thereby 
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intensifying turbulence activity (higher 𝑘). The increase in 𝑘 will elevate the value of 𝜇𝑇, enhancing the momentum 

exchange. The high momentum in the mainstream is then transferred into the separated shear layer, promoting 

reattachment. The physical process discussed above is shown graphically in Figure 10. 

 

 
Figure 10 The physical process in which the higher 𝑃/𝜖 leads to increased reattachment ability through the 

correction term in Eq. (15) 
 

The discussion above analyzes Eq. (15) term by term, showing the good physical interpretability of the expression 

generated by DSR. However, Eq. (15) still has some flaws. 𝜂 is quite large at the edge of the attached boundary layer, 

where we don’t want the correction term to be activated. Moreover, in the region of expansion or compression, |�̂�| 
might be high, activating the correction term. To get rid of these scenarios, two switches are added to the final 

expression: 

 

 𝛽𝐷𝑆𝑅 = [𝛽(𝜒) − 1]𝑠𝜆5𝑠𝐼 + 1.0 (24) 

 

 𝑠𝜆5 = (1/2) tanh[𝐶𝜆5,1(𝜆5 − 𝐶𝜆5,2)] + 1/2, 𝑠𝐼 = (1/2) tanh[𝐶𝐼,1(𝐼 − 𝐶𝐼,2)] + 1/2 (25) 

 

 𝐼 = 𝑘/|𝐮|2 (26) 

 

 𝐶𝜆5,1 = −5.0, 𝐶𝜆5,2 = −27.0, 𝐶𝐼,1 = 800, 𝐶𝐼,2 = 0.007 (27) 

 

The physical meaning of these two switches is that the correction term won’t be turned on unless |𝜆5| > |𝐶𝜆5,2| and 

𝐼 > 𝐶𝐼,2. The constants’ value in Eq. (27) is calibrated on the CBFS case. 

 

3.3 Online prediction of the SST-DSR model on the CBFS case 

Eq. (24) is integrated into the original SST model’s code to obtain the SST-DSR model. The SST-DSR model is then 

applied to the CBFS case. Though the geometry is the same as the one used in field inversion, the value of input 

features of Eq. (24) is different from its training data in the DSR process, since in the CFD iteration process the value 

of the input features changes. The contour of 𝛽𝐷𝑆𝑅 is shown in Figure 11 (a). 𝛽𝐷𝑆𝑅 is increased in the separated shear 

layer, which is similar to the result of field inversion. The position of the reattachment point is much closer to the result 

of field inversion compared with the result given by the SST model in Figure 7. The velocity profiles at different 

standpoints in 𝑥 direction shown in Figure 12. The 𝑢𝑥 given by the SST-DSR model aligns well with the LES data. In 

summary, the result shows that the SST-DSR model outperforms the original SST model on the CBFS case, showing 

that the expression constructed by the DSR method is effective, though its length is quite short.  

 

 
                                    (a) The contour of 𝛽𝐷𝑆𝑅                                   (b) The streamlines near the corner 

Figure 11. The contour of 𝛽𝐷𝑆𝑅  and the streamline plot of the separation zone 
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Figure 12. Velocity profile at different 𝑥 positions 

 

4. Testing the SST-DSR on distinct cases 

The SST-DSR model is applied to various test cases that have completely different geometry compared with the CBFS 

case to test the model’s generalizability. The result shows that the SST-DSR model performs well in these cases. 

4.1 2D-bumps with various height 

In this section, two bumps with different heights (ℎ = 42 𝑚𝑚, ℎ = 31 𝑚𝑚) are studied. The geometry of the bump is 

shown in Figure 13. There are three main differences between the 2D-bump case and the CBFS case: 

1. The geometry is completely different. In the CBFS case, the flow only undergoes expansion caused by the step. 

However, in the 2D-bump case, the flow undergoes both compression and expansion.  

2. The shape of the separation zone is different. In the CBFS case, the size of the separation zone is large, but in the 

2D-bump case with ℎ = 31 𝑚𝑚, the separation zone is relatively small and resides in the corner. 

3. The numerical magnitudes of flow variables are different. In the CBFS case, the inlet velocity is normalized with 
|𝑼|𝑚𝑎𝑥 = 1 𝑚/𝑠. However, in the 2D-bump case, |𝑼|𝑚𝑎𝑥 ≈ 18 𝑚/𝑠 at the inlet. Henceforth, the |𝑺| in the CBFS 

case is around 3~6 in the separated shear layer, whereas in the 2D-bump case, |𝑺| is around 1000 in similar regions. 

All of the differences listed above challenge the SST-DSR model’s generalization ability.  

 

 
Figure 13. The geometry of bumps with different heights. 

 

The mesh used in this test case is shown in A total of 72100 grid cells are used for CFD computation and the Δ𝑦+ for 

the first layer of the grid is smaller than 1. At the inlet, the velocity profile is given. The static pressure is specified at 

the outlet.  

 

The separation zones of ℎ = 42 𝑚𝑚 case predicted by the SST-DSR model, the SST model, and the LES [23] are 

shown in Figure 14. The SST model predicts an erroneously large separation zone, while the result given by the SST-

DSR model is much closer to the LES data. The velocity profiles in the separation zone are shown in Figure 15. The 

result of the SST-DSR model aligned better with the LES data.  

 

 
                                                     (a) SST                                                      (b) SST-DSR 
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(c) LES [23] 

Figure 14. Separation zone given by different method, ℎ = 42 𝑚𝑚 
 

 
Figure 15. The velocity profiles at different 𝑥 locations in the separation zone, ℎ = 42 𝑚𝑚 

 

Figure 16 shows that 𝛽𝐷𝑆𝑅 is increased over the separated shear layer, which is consistent with [23]’s observation that 

the non-equilibrium turbulence prevails above the separated shear layer in this case.  

 

 
Figure 16. 𝛽𝐷𝑆𝑅  distribution, ℎ = 42 𝑚𝑚 

 

In the ℎ = 31 𝑚𝑚 case, a similar analysis can be carried out. The plot of the separation zone in Figure 17 shows that 

the SST-DSR model still predicts a smaller separation bubble compared with the SST model and agrees better with the 

LES data. Note that the size of the separation zone is much smaller than the ℎ = 42 mm case and the CBFS case. The 

velocity profiles are shown in Figure 18, with the SST-DSR model outperforming the SST model substantially. The 

region where 𝛽𝐷𝑆𝑅 is increased is similar to the ℎ = 42 𝑚𝑚 case, as shown in Figure 19.  

 

 
                                                     (a) SST                                                      (b) SST-DSR 
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(c) LES [23] 

Figure 17. Separation zone given by different method, ℎ = 31 𝑚𝑚 

 

 
Figure 18. The velocity profiles at different 𝑥 locations in the separation zone, ℎ = 31 𝑚𝑚 

 

 
Figure 19. 𝛽𝐷𝑆𝑅  distribution, ℎ = 31 𝑚𝑚 

 

In summary, the 2D-bump test case illustrates that the SST-DSR model can generalize to completely different 2D 

geometry with different sizes of separation zone and different numerical values.  

 

4.2 3D Ahmed's body 

In this case, the performance of the SST-DSR model on 3D complex separated flow is tested by applying it to the 3D 

Ahmed body [24] (the simplified car body), which is a benchmark test case in the automobile industry. The shape of 

Ahmed's body is shown in Figure 20 (a). The slant angle is 𝜙 = 25∘, and the Reynolds number based on the body 

length is 𝑅𝑒𝐿 = 2.78 × 10
6. We use a half model for CFD computation, the grid used is shown in Figure 20 (b). A 

total of  3.6 × 106 hexahedra cells are used.  

 

 
Figure 20. The shape of the Ahmed body and the grid are used for computation. 

 

[3,25] shows that the SST model and the DES method predict a separation bubble that extends from the bottom of the 

body to the top of the body in the wake and the separation zone covers the entire slant. However, the experiment in 

[26] suggests that the flow remains largely attached throughout the slant and only separates mildly at the beginning of 

it. Moreover, the separation in the wake does not extend from the bottom to the top and is much smaller. Our 

computation using the SST model also shows the same large separation zone similar to [3,25], as shown in Figure 21. 

However, the separation zone given by the SST-DSR model is much smaller and agrees better with the PIV data [26]. 

Figure 22 shows the velocity profiles on the slant and in the wake. The velocity given by the SST-DSR model is closer 

to the experimental data than the result of the SST model.  
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                                            (a) PIV [26]                        (b) SST-DSR                   (c) SST 

Figure 21. Separation zone at the symmetry plane predicted by different methods 
 

 
Figure 22. The velocity profiles at the symmetry plane 

 

The 3-D structure of the separation zone near the wake is visualized by plotting the magnitude of |𝛀| at several planes 

perpendicular to the main flow direction, as shown in Figure 23. The vortex structure computed by the SST-DSR model 

resides lower than the one given by the SST model, and the C-pillar vortex (generated by the edge of the slant) in the 

SST-DSR model’s result is stronger.  

 

 
                                                   (a) SST-DSR                                                (b) SST 

Figure 23. The contour of |𝛀| at multiple stations in the wake. 
 

The correction term 𝛽𝐷𝑆𝑅 is activated on the slant where the adverse pressure gradient dominates, as shown in Figure 

24. The increased 𝛽𝐷𝑆𝑅 enhances momentum exchange, making the flow remains attached to the slant.  
 

 
Figure 24. The 𝛽𝐷𝑆𝑅  distribution on multiple 𝑦 = 𝑐𝑜𝑛𝑠𝑡. planes 

 

In summary, the SST-DSR model gives better results compared with the SST model, demonstrating its ability to 

generalize to 3-D complex separated flows. 
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4.3 Turbulent boundary layer on a flat plate, 𝑹𝒆𝑳 = 𝟏 × 𝟏𝟎
𝟕 

In this test case, we apply the SST-DSR model to calculate the zero-pressure-gradient turbulent boundary layer on a 

flat plate, in which the SST model can already give satisfactory results. The Reynolds number based on the plate’s 

length is 𝑅𝑒𝐿 = 1 × 10
7 and the height of the first grid layer satisfies Δ𝑦+ ≈ 0.05. The velocity profiles at 𝑅𝑒𝑥 =

0.25 × 107 and 𝑅𝑒𝑥 = 0.5 × 10
7 are shown in Figure 25(a). The result of the SST-DSR model almost coincides with 

the result of the SST model, both agree well with the logarithmic law and the linear law in the viscous sublayer. The 

friction coefficient is shown in Figure 25(b), with the SST-DSR model giving results similar to the SST model. The 

experimental data is from [27]. This suggests that the SST-DSR model does not degrade the baseline SST model’s 

performance on simple elementary flows. 

 

 
                                               (a) Velocity profiles                              (b) 𝐶𝑓 along the flat plate 

Figure 25. The velocity profile and the friction coefficient 
 

The friction coefficient given by the SST-DSR model is a bit higher at the leading edge. This is because the correction 

term 𝛽𝐷𝑆𝑅  is activated near the leading edge where 𝑅𝑒𝑥 < 1 × 10
5 , leading to an increased 𝑘 that renders higher 

friction. The increased 𝛽𝐷𝑆𝑅 at the leading edge is believed to be caused by the slight adverse pressure gradient near 

the leading edge, which is illustrated in Figure 26. 
 

  
                                                       (a)                                                                              (b) 

Figure 26. (a)The distribution of 𝛽𝐷𝑆𝑅  (b) The adverse pressure gradient near the leading edge 
 

5. Conclusion 

In this study, we introduce a unique data-driven methodology employing field inversion and deep symbolic regression 

for creating a generalizable turbulence model for separated flows. The generated dataset via field inversion is trained 

with the deep symbolic regression algorithm, yielding an expression with distinct physical interpretation. This 

expression is adjusted to align with our physical a priori, subsequently integrated into the SST model, resulting in the 

SST-DSR model.  

The SST-DSR model excels in performance over the original SST model for both the CBFS case (training case) and 

the 2D-bump case, signifying its effective predictions on separated flows across various geometries. Furthermore, it 

predicts separation in the wake of the Ahmed body more accurately than the SST model, emphasizing its capacity to 

adapt to 3D complex flows. In the flat-plate scenario, the SST-DSR model aligns closely with the SST model in 

predicting velocity profiles and the friction coefficient of the zero-pressure-gradient turbulent boundary layer, further 

corroborating its robustness. 

Overall, the SST-DSR model, formulated through deep symbolic regression, demonstrates remarkable generalizability 

- a characteristic not yet reported in current black-box data-driven turbulence models, as known by the authors. This 

model's strong performance suggests the potential of merging field inversion and symbolic regression for developing 

physically interpretable and widely applicable turbulence models. 
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