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Abstract
Cavitation at the wall in tanks, characterised by fast bubbles growth in a superheated liquid, can be

a great concern for cryogenic fluids storage in upper stages or fuel depots. Indeed, one cooling strategy,
adopted in particular for conditioning the propellant before ignition, consists in depressurising the tank by
venting the propellant, in order to create vapour and reduce the liquid propellant temperature. The tank
thermal control is in the end strongly affected by phenomena arising at the bubble scale, and in the contact
line region, that need to be predicted. In order to study these phenomena, without making use of sub-grid
models for the phase change mass flow rate thermal gradients at the interface need to be solved with a direct
numerical simulation (DNS). Moreover, for the simulation of pool cavitation, a compressible two-phase
flow solver, including phase change, is required. In the present work, an innovative numerical algorithm
for the DNS of compressible two-phase flows with phase change is presented. The solver is based on a
level set/ ghost fluid approach, solves the complete set of Navier-Stokes conservation equations making
use of a semi-implicit projection scheme. Cubic equations of state are used for the description of both
the liquid, the vapour and the saturation conditions at the interface. In this paper the solver is introduced
with particular attention devoted to the phase change modelling. The solver is used to investigate the
cavitation of a methane bubble at the wall in micro-gravity conditions in a closed tank. After comparison
with experimental data, a preliminary parametric study is carried out in order to investigate the influence
of different depressurisation levels and rates on the bubble growth.

1. Introduction

Deep space exploration is an attractive and challenging topic that receives great attention in the space community today.
The project for the future Lunar Gataway1, that should prepare the path for future Mars missions, is an example of the
large activity which is carried out in this field. In this context, Cryogenic Fluid Management (CFM) represents one
of the main issues. Indeed, any large space mission will need cryogenic propellant that have high specific impulse
Isp.31 However, the drawback of cryogenics is that they have to be kept at low temperature, and phase change must be
avoided. More generally, cryogenic fluids are substances that are in a vapour state at standard conditions but are stored
in a liquid state at extremely low temperatures. They are used in various technologies such as scientific equipment,
energy storage systems and in space applications. The transport and handling of cryogenic fluids pose challenges
due to their tendency to undergo phase change, either through inertial effects (such as cavitation) or thermal effects
(specifically boiling).34 Boiling and cavitation, are two essential phenomena associated with phase change.7 Boiling
occurs if a liquid is brought to a superheated temperature, that is a temperature higher than the saturation temperature at
the considered pressure. In particular, nucleate boiling refers to the process in which small bubbles nucleated in specific
sites over a superheated wall grow under isobaric conditions. Cavitation, on the other hand, refers to phase change
induced by pressure variation: it can occur when the pressure drops in a liquid and becomes lower than the saturation
pressure.5 If the pressure drop is induced by a flow (like for instance in a convergent nozzle) the phenomena is referred
as hydrodynamic cavitation.11, 12 On the other hand, if the depressurisation is induced in a quiescent environment, like
for instance in a tank when decreasing the pressure, the phenomena is referred as pool cavitation. Nucleation of the
bubbles can occur either in the liquid core, for instance at the location of impurities, or at the wall.

1https://www.nasa.gov/feature/questions-nasas-new-spaceship
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Several technological problems can be identified in relation with CFM and deep space exploration. In this
paper the interest is on two specific applications for which CFM is a major issue: thermal control management of
tanks for propulsive systems and refueling in space. Cryogenic propellants are stored near saturation conditions in the
tanks. Therefore, during long duration phases, small temperature increases (a few K) could induce nucleate boiling.
Consequences are an increase in the tank pressure and the presence of bubbles in the tank. On the other hand, the
pressure in the tanks also need to be controlled in order to avoid cavitation in the pumps. During long duration coasting
phases (for instance to reach Mars, or to insert multiple satellites in orbit) a thermodynamic equilibrium between the
phases, at saturation conditions, will eventually be reached in a tank. Therefore, there is a necessity to cool down the
propellant, in order to move away from the saturation conditions before restarting the engine. When cooling down
the propellant, the pressure drops and cavitation could occur. The possible advantage of a in space propellant depot
(ISCPD) is not a new concept. However, in the present space context it becomes a necessity in order to imagine possible
future long-range exploration missions. Moreover, ISCPD could easier reusable vehicles development. Refueling in
space could also be advantageous for other in-orbit services. Critical technology issues, related with CFM in micro-
gravity, need to be addressed before these concepts can gain acceptance6, 8 and it has to be considered that all type of
phase changes will occur when refueling: boiling, cavitation, film boiling. The receiver tank pressure and temperature
will have to be controlled. Moreover, once the tank is full, a chill down procedure will have to be done before the
engine can be started.

In both aforementioned applications, there is a need to control the temperature and pressure in tanks. Passive
cooling, through Multi Layer Insulation (MLI), is not sufficient, and active cooling techniques are needed. This can
be done with venting and non-venting systems. The main drawback associated with venting systems is the propellant
loss. This is even more stringent in micro-gravity, because of the unknown position of the interface: liquid propellant
could be loss. Moreover this will induce some forces on the system, and the dynamics will require a specific control.
To suitably develop temperature and pressure control systems, there is clearly a need to understand the physics behind
boiling and cavitation in micro-gravity. This will eventually allow a proper design of the whole system. This process
start with the understanding of the basics phenomena at the bubble size level. In particular, among the aforementioned
phase change phenomena, cavitation in micro-gravity is a challenging problem that we propose to address in this paper.
Moreover, cavitation can be of interest also for other space applications, for instance in liquid rocket engines turbo-
pumps. Even though, from a macroscopic point of view the cavitation in pumps differs from pool cavitation in tanks,
at the bubble scale commonalities can be found.12

Cavitation occurring in a tank can be assimilated to acoustic cavitation. In fact, the phase change is induced by
a pressure drop. The problem is complicated by the nature of cryogenic propellants, that are thermo sensible.35 The
bubble absorbs heat during cavitation, and this leads to a decrease of the temperature near the liquid phase interface. As
a consequence, cavitation of cryogenic fluids cannot be assimilated with an isothermal process and thermal effects have
to be taken into account. From a modelling point of view, this implies to consider the full set of governing equations
to properly describe the phenomenon. Numerically, several approaches exist and are employed to simulate single
bubble cavitation. More generally, the interaction between acoustics waves and interfaces is a problem that concerns
a large number of different applications, from engineer to bio medical. Examples include atomisation in combustion
chambers, sub-marines explosions and shock/bubble interactions and cavitation problems that are our main focus. To
properly simulate these problems, a two phase compressible solver is needed. The numerical simulation of two-phase
compressible flows is one of the main challenges for computational fluid dynamics. In fact, usually incompressible
solvers are used to simulation two phase flows.1, 15, 29, 47 Those approaches cannot capture acoustics waves propagation.
Complex numerical problems are associated with the numerical simulation of multi-phase compressibles flows. From
one side this is caused by the great variation of the speeds of sound (from liquid to vapour) and to the corresponding
small Mach numbers in the liquid phase. Another difficulty is associated with the proper thermodynamic description of
both phases and of the saturation conditions at the interface. Different methodologies for the simulation of compressible
two phase flows have been proposed during the last twenty years (see for instance20 for a review). Most of these
algorithms are based on "shock capturing" methodologies, using Riemann solvers. In particular a class of methods
based on a semi-implicit projection approach have been developed for single phase and two phase flows.23, 48 The
interest is that, while avoiding the acoustic time step constraint, these algorithms are asymptotically preserving.20

However, most of these works are limited to non-viscous flows, and do not include non isentropic effects. The pressure
projection methods have been extended to two-phase isentropic flows13, 17 and to two phase flows including viscous
terms and heat conduction.2, 20, 22 More recently phase change models have been considered in Duret et al.9 and
Martinez et al.27 Most of these solvers are based on a conservative variables formulation, and non isentropic effects are
considered in the total energy equation. However, while conserving the total energy, these approaches fail in retrieving
a pressure consistent with the EoS at each iteration.23 The solver used in the present paper is based on a semi-implicit
projection scheme coupled with a level set/ghost fluid method to handle the interface and has been developed for the
study of two-phase flows with phase change,28, 43 and has been integrated in theDIVA code24, 32, 36, 39–41 yet developed
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for incompressible and variable density flows. It makes use of a generalised cubic Equation of State (EoS) to describe
the vapour phase, the liquid phase and saturation conditions at the interface in a consistent way. Immersed Boundary
Conditions allow the description of complex geometries. The major differentiating point of the present solver is that it
uses a description of the conservation equations in terms of primitive variables with the energy conservation equation
expressed in terms of pressure. The resulting Screened Poisson equation for the pressure accounts for non-isentropic
terms. Moreover, a strong differentiating point of the present solver is the consistent thermodynamic description
it ensures. In fact, it uses the same cubic EoS to describe the liquid the vapour and the saturation conditions at
the interface. The algorithm allows to describe compressible two-phase flows problems driven by heat conduction,
acoustic interface interaction and phase change phenomena induced by pressure and temperature variations. The
objective of the present paper is to demonstrate the ability of the code in simulating phase change phenomena induced
by temperature and pressure variations. In particular, attention will be given to bubble growth at the wall, including
the presence of a contact line and of the conjugate heat transfer with the solid wall. The primary focus is to validate
the accuracy and reliability of the present compressible solver through a comprehensive comparison with experimental
data. Particular attention will be given to pool cavitation in micro-gravity conditions and on the driving parameters for
the bubble growth. In the following first a brief overview of the solver is provided. Boiling configuration in isobaric
environments are then investigated. For these configurations it is expected that the results are equal to what can be
obtained with an incompressible solver and they aim at verifying the asymptotically preserving characteristics of the
solver. Pool cavitation cases are then considered. Numerical results are first compared with experimental data. Finally,
a preliminary investigation of the influence of pressure level and on the depressurisation speed on on pool cavitation
phenomena is carried out in order to gain a deeper understanding of their interplay in microgravity environments.

2. Mathematical formalism for the description of compressible flows with phase change

2.1 Governing equations

The following form of the conservation equations for mass, momentum and energy in each phase, written in terms of
primitive variables, i.e. the density ρ, the velocity vector ~u and the pressure p, are considered:

∂ρ

∂t
+ ∇ · (ρ~u) = 0, (1)

∂~u
∂t

+ ~u · ∇~u +
∇p
ρ

=
1
ρ
∇ · τ + ρ~g, (2)

∂p
∂t

+ ~u · ∇p + ρc2∇ · ~u =
c2α

cp

[
τ ⊗ ∇~u − ∇ · ~q

]
. (3)

τ is tensor of viscous constraints, c is the local speed of sound, α is the local isobaric expansion coefficient , ~g is
the gravity acceleration vector, cp is the specific heat at constant pressure, ~q = −k∇T is local heat flux and T is the
temperature where τ is defined as:

τ = µ
(
∇~u + ∇~uT

)
−

2
3
µ∇.~uI (4)

and µ is the dynamic viscosity and I is the identity matrix. The following set of jump conditions at the interface Γ,
that account for phase change, must be verified in order to maintain the conservation of mass, momentum and energy
across the interface:37

[
~u
]
Γ = ṁ

[
1
ρ

]
Γ

~n, (5)

[
p
]
Γ = σκ + 2

[
µ
∂un

∂n

]
Γ

−
2
3

[
µ∇ · ~u

]
Γ − ṁ2

[
1
ρ

]
Γ

, (6)[
−k∇T · ~n

]
Γ = ṁhlv , (7)

where σ is the surface tension, hlv is the latent heat of vaporisation, κ denotes the local interface curvature and un is
the velocity component in the ~n direction, with ~n normal vector pointing towards the liquid phase.14 The operator [.]Γ
indicates the jump across the interface Γ . It is defined as [ f ]Γ = fv− fl with the subscripts l and v referring respectively
to the liquid and vapour phases. The energy jump condition, Eq.(7), assumes that the interface is at the local saturation
temperature (TΓ = Tsat). Furthermore, thermodynamic equilibrium and zero entropy production at the interface are
assumed, implying that the temperature is continuous across the interface ([T ]Γ = 0).19
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2.2 Equation of state

An EoS is required to close the system of Eqs.(1)-(5). In the present work we will consider cubic EoS because they
allow to describe liquid and vapour phases as well as the saturation conditions at the interface.43 Among cubic EoS,
the simulations in the present work are carried out considering the Patel-Teja-Valderrama (PTV)46 EoS . The PTV EoS
is expressed as:

p =
ρRT

1 − ρb
−

aρ2

(1 + b1ρ)(1 + b2ρ)
(8)

where R = R/M is the gas constant, with R = 8314.46 J/kmol/K universal gas constant andM molecular weight. The
coefficients a, b , b1 and b2 are functions of the critical parameters and can be found in46 and.28

2.3 Saturation conditions

Thermodynamic equilibrium is considered at the interface which is assumed to be at the saturation temperature Tsat

at the pressure pv in the vapour phase. There is a need to be able to evaluate saturation conditions at a specified
pressure in order to impose the suitable condition at the interface. In this section the formalism that allows to deduce
the saturation temperature Tsat, the saturation densities ρl ρg and the latent heat of vaporisation hhl as a function of the
pressure from a generalised cubic EoS summarised. The schematic representation in Fig.1 of an isothermal process
based on a generalised cubic EoS in the (p, v) thermodynamic plan is used in order to illustrate these concepts. The
specific volume v = 1/ρ is used in this part instead of 1/ρ.

Mechanical and thermodynamical equilibrium at the interface imply the following equality, known as Maxwell
principle for phase equilibrium, is obtained25 :

psat(vg − vl) =

∫ v

l
pdv , (9)

The integral of the right hand side of Eq.(9) can be expressed analytically :

∫ v

l
pdv = RTsat ln

(
vg − b
vl − b

)
−

a
(b2 − b1)

ln
[
(vg + b1)(vl + b2)
(vl + b1)(vg + b2)

]
, (10)

where ρg = 1
vg

and ρl = 1
vl

are the two roots of Eq.(8) for p = psat and T = Tsat. The saturation conditions (psat,Tsat)
constitute the phase coexistence curve in the (p,T ) plane, which has a slope provided by the Clausius Clapeyron
equation:

dp
dT

∣∣∣∣∣
sat

=
∆s
∆v

=
hlv

Tsat(vg − vl)
, (11)

where ∆v = vg − vl = 1
ρg
− 1

ρl
is the specific volume change and ∆s = hlv/Tsat the specific entropy change of the phase

transition which can be expressed with the EoS considering an isothermal process at T = Tsat:

∆s = R ln
(

vg − b
vl − b

)
−

a′

(b2 − b1)
ln

[
(vg + b1)(vl + b2)
(vl + b1)(vg + b2)

]
. (12)
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Figure 1: Pressure-Density diagram at saturation for the PTV EoS. Figure 2: Pressure-Temperature diagram at saturation for the PTV EoS
compared to Nist.

3. Numerical solver

Developing a numerical solver for two-phase compressible flows with phase change is a challenging objective because
of several reasons. First, the numerical method able should be able to account for acoustic propagation in low-Mach
number flows. Second the solver should be able to simulate capillary based phenomena. Last but not least, the solver
should be able to simulate phase change phenomena. This last requirement implies to have an accurate estimation of
the thermal gradients at the interface and a thermodynamic formulation able to describe liquid, vapour and saturation
conditions in a consistent way. All the above requirements must be met while ensuring numerical stability and con-
vergence capabilities of the solver. In the present section, some details on an innovative numerical method for the
simulation of phase change phenomena in compressible flows of single species are presented, and more details can be
found in28 The following split is operated to the primitive variables:

ρ = ρ0 + ρst , ~u = ~u0 + ~ust , p = p0 + pst , (13)

where ust is the solenoidal part of the velocity field, we have ∇.~ust = 0 and ρst = const. For simplicity we will set
ρst = 0. Once the splitting is integrated in the system of Eqs.(1)-(3), and the temporal discretisation is carried out the
following Screened poisson equation for p0 is obtained:

(p0)n+1

(ρc2)n − ∆t2∇ ·

(
∇p0

ρ

)n+1

− ∆t
(
α

ρcp

)n

∇ · (k∇T n+1) =
p∗ − pn+1

st

(ρc2)n − ∆t∇ · ~u∗0 + ∆t
(
α

ρcp

)n [
τn ⊗ ∇~un] . (14)

where p∗ = pn − ∆t(~un · ∇pn). A level set approach is used to track the interface with a Ghost Fluid method to handle
the sharp jump accros the interface.10, 38 Therefore, ghost fields for ρ and pst are defined, with constant extrapolations.3

The solver is implemented in the DIVA code that has been extensively validated for the simulation of two phase
incompressible flows with and without phase change (24, 32, 36, 39–41, 44, 45). The methodology developed for phase change
for incompressible flows is adapted to the compressible flow solver in.? Therefore, ghost fields will be defined for
the velocities and temperature fields. Phase change mass flow rate will be computed according to Eq.(7), and the
corresponding jump in the velocity field (Eq.(5)) will be imposed on the ghost velocity fields. The Dirichlet boundary
condition imposed at the interface, TΓ = Tsat, will be deduced from the liquid vapour equilibrium condition and the
local pressure. The phase change mass flow rate ṁ is evaluated using the energy jump condition Eq.(7) once the
temperature gradients at the interface are known:36, 42

ṁ =
−kv∇Tv · ~n + kl∇Tl · ~n

hlv
, (15)

where the hlv is evaluated from the EoS as explained in section 2.3. The ṁ is calculated on a few cells around the
interface and an extrapolation of the mass flow rate is performed in order to extend continuously the mass flow rate
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in the computational field from the interface location. The Clausius Clapyeron equation is used to update saturation
conditions at each time step in a few cells around the interface according to:

T n+1
sat = T n

sat +
pn+1

sat − pn
sat

∆sn

 1
ρn

v,sat
−

1
ρn

l,sat

 , (16)

ρn+1
v,sat and ρn+1

l,sat are computed solving Eq.(8) for pn+1
sat and T n+1

sat using the Cardan’s method.43

The time step ∆t is limited by classical stability conditions on convection, viscosity, surface tension and conduc-
tion :

1
∆t

=
1

∆tu
+

1
∆tµ

+
1

∆tσ
+

1
∆tk

. (17)

∆tµ, ∆tu, ∆tσ and ∆tk are given by :

∆tu = CFLu
∆x

max||~u||

∆tµ = CFLµ
1
2

max(ρ)∆x2

max(µ)

∆tσ = CFLσ
1
2

√
min(ρ)∆x3

σ

∆tk = CFLk
θlim

4
min(ρ)∆x2

max(k)
,

(18)

∆x is an indicator of the size of the smallest cell in the domain. CFLu, CFLµ and CFLσ are smaller or equal to 1 and
CFLk can be higher than 1 if the thermal conduction term is treated with an implicit scheme. θlim = 0.1 for all the
simulations presented in this paper. More details are provided in.28

4. Nucleate Boiling

Nucleate boiling is a complex heat transfer phenomenon that occurs in various engineering and industrial applications.
It is characterised by the formation of vapour bubbles on heated surfaces, followed by their growth and detachment
when under gravity influence. Previous studies have explored the numerical simulation of nucleate boiling using the
DIVA incompressible solver. Notably, Huber and al18 conducted a study, demonstrating its capability to accurately
capture the phase change phenomena and growth rates of bubbles in normal gravity conditions. Building upon this
foundation, the present study focuses on employing the developed compressible solver to verify its ability to simulate
nucleate boiling which is an isobaric phenomena for which incompressible assumption can be done. The computation
domain is a cylinder of height H = 8 mm and radius R = 4 mm and it is shown in Fig.(3) where the boundary conditions
are described. Axisymmetric simulations are carried out, using a cartesian grid. The upper wall is open, the lateral wall
is adiabatic and the bottom wall is kept at a constant temperature Tw. The liquid is initially at saturation conditions
(psat = psat(Tsat)) everywhere but in a boundary layer near the wall where the temperature varies from Tsat towards
Tw, leading to a thermal boundary layer where the bubble is immersed. The thickness δ of the thermal boundary layer
which is computed from the correlation of Kays and Crawford21 for free convection given by Eq.(19):

δ = 7.14
(

µlαl

ρlgβl∆T

)1/3

. (19)

The temperature difference ∆T = Tw − Tsat, referred to as the superheat, leads to the definition of the non dimensional
Jakob number (Ja):

Ja =
cpl

hlv

ρl

ρv
∆T . (20)

The thermodynamic properties used in the simulation are defined in Table.(1), with ∆T = 23.7K, leading to Ja = 25. An
arbitrary apparent angle θapp of 50°is used for the simulations. The contact angle is imposed as a boundary condition
on the level set function at the bottom wall. The radius of the initial vaopour seed is Ri = 200 µm.

The same simulation is carried out with the compressible and incompressible solvers. Specifically, the thermo-
dynamic properties computed with the models of the compressible solver are used for the incompressible simulations
in which they are kept constant (cp,l, cp,v, ρv and ρl). In particular, considering that there is a stratification of the tem-
perature both in the liquid and in the vapour those thermophysical properties vary in space and time in the compressible
simulations. Average values are considered in the incompressible simulations. However, a strict and exact comparison
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Figure 3: Boundary conditions of the nucleate boiling simulation.

Figure 4: Instantaneous 2D field of the tempera-
ture at t=0.02s.

Table 1: Thermophysical properties for methane for the vapour at psat = 1.768 bar and Tsat = 120 K.

ρ µ k cp σ hlv

[kg/m3] [Pa.s] [W/K/m] [J/kg/K] [N/m] [J/kg]

liquid 434.66 0.988 × 10−6 0.17792 3203.07 0.013 0.5172 × 106

vapour 3.226 4.63 × 10−6 0.011995 1590.10 - -

will therefore not be possible. The same simulation is carried out with a mesh refinement of 16, 8 and 4 µm. An exam-
ple of an instantaneous 2D temperature field obtained with the compressible solver at t=0.2 s is shown in Fig.(4). The
temporal evolution of the equivalent radius evolution obtained with the two solvers and the differents meshes are shown
in Fig.(5). It is observed that as the mesh is refined, the compressible solver solution tends toward the incompressible
one. However, the compressible solver does not show a numerical convergence, whereas the incompressible does. A
further simulation, with a mesh size of 2µm is necessary to conclude and will be the scope of a future work. The
comparison can be done also in terms of detachment diameters which are illustrated in Fig.(6). It is observed that the
compressible solver yields slightly lower detachment diameters compared to the incompressible solver for each mesh
refinement. However, as the difference between two consecutive mesh refinements becomes smaller, the detachment
diameters converges, and the two solvers results get closer.

5. Pool cavitation

Pool cavitation refers to the formation and behaviour of a bubble under varying pressure conditions, and the present
work focuses on single bubble cavitation attached to a solid wall, that is in presence of a contact line. In a liquid/vapour
phase system in equilibrium saturation conditions, if the pressure is decreased, the liquid will become superheated,
thus favouring the growth of bubbles in a superheated liquid. In particular in the present paper we are interested in
bubble cavitating in a zero-gravity environment. Axisymmetric simulations of single bubbles will be carried out. The
computational domain is a cylinder, initially filled with liquid methane in saturation conditions. All the walls are
adiabatic. The pressure is decreased in time thus inducing a decrease of the saturation temperature at the interface: as
a consequence the liquid become superheated and the bubble grows. The aim of the present work is first to validate the
ability of the solver in simulating phase change induced by pressure variations. The second objective is to investigate
the phenomena driving the bubble growth. Finally, the aim is to carry out a parametric study in order to investigate the
impact of the depressurisation over the bubble behaviour.
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Figure 5: Comparison of the bubble diameter evolution in time computed
with the compressible and incompressible solvers for different mesh re-
finements.
R0 = 120 µm; θapp = 50°; psat = 1.768 bar; Tsat = 120 K.

Figure 6: Comparison of the compressible and incompressible detach-
ment bubble diameters for different mesh refinements.

5.1 Experimental comparison

To assess the capability of the solver in simulating phase change induced by pressure variation in the presence of
a contact line, an experimental reference case is considered. Experimental data obtained from a recent experiment
conducted in the drop tower of ZARM (Center of Applied Space Technology and Microgravity) by Niklas Weber and
Michael Dreyer has been made available to the researchers through private communications. The experiments features
the growth of a single methane bubble induced by a depressurisation in micro-gravity conditions. The experimental data
provided includes measurements of the bubble’s growth over time in terms of its radius, as well as the corresponding
pressure imposed in the chamber during the microgravity time frame in Fig.(9). The pressure profile is used as a
boundary condition for the numerical simulation. The growth of the bubble over time, as captured in the experimental
data, serves as a valuable benchmark for evaluating the accuracy of the numerical model. By comparing the simulated
bubble growth obtained from the compressible solver with the experimental measurements, insights can be gained
into the solver’s ability to capture the dynamics and behavior of the pool cavitation bubble under varying pressure
conditions. This comparison between the compressible solver and the experimental data from Zarm’s drop tower
experiment not only serves to validate the numerical model but also provides an opportunity to further understand
pool cavitation phenomena. The agreement or discrepancies between the simulated and experimental results can shed
light on the underlying physics and mechanisms involved in pool cavitation, and potentially highlight areas for future
research and model refinement.

The boundary conditions for simulating pool cavitation are described in Fig.(7). The simulation domain consists
of a solid wall in contact with a surrounding fluid with an initial bubble’s germ of radius R0 of 40µm. The domain is
a cylinder of height 6 mm and radius 6 mm. The solid wall has thickness of 0.375 mm. Heat conduction in the wall
is accounted for with a proper solver for the energy equation in the solid domain,44 which has been coupled with the
compressible solver. An axisymmetric simulation is carried out with a uniform grid of 1024×1024 points corresponding
to cell size of ∆x = 6 µm. Boundary conditions at the solid/fluid interface impose the temperature continuity and the
equality of the heat fluxes. A pressure variation is imposed in the upper wall with the profile reported in Fig. 9
corresponding to the experimental data. To initialise the simulation, both the fluid and solid fields are set to saturation
conditions corresponding to the PTV EoS: p0 = 1.44 bar; T0 = Tsat(p0) = 117.28 K. The thermodynamic properties of
the fluid used in the simulation are summarised in Table2. The thermodynamic properties of the wall are summarised
in Table 3 and the apparent contact angle is θapp = 5°. Indeed methane is considered to be a wettable fluid. The
microscopic contact angle is expected to be very small, around 0. However, in the present simulations the resolution is
higher the micro-region dimension which extends in the first 100 nm, and where the contact angle is expected to vary
from a microscopic towards an apparent contact angle, which can be imposed as a boundary condition in the present
simulations. A preliminary parametric study (not shown here) was done varying the apparent contact angle from 15 to
0. The study demonstrated that there is no influence on the bubble’s growth from the θapp under 10°, even for a θapp of
0°.

8

DOI: 10.13009/EUCASS2023-329



MICRO-GRAVITY NUMERICAL SIMULATIONS OF PHASE CHANGE IN CRYOGENIC FLUIDS

Figure 7: Computational domain and boundary conditions for the pool cavi-
tation test case. Thermodynamical properties for the solid wall material: allu-
minium : ρw = 2700 kg.m−3, cpw = 8970 J.kg−1.K−1, kw = 240 W.m−1.K−1.

Figure 8: Instantaneous 2D field of the temperature at t=0.4s.

Table 2: Thermophysical properties of methane for the gas at psat = 1.404 bar and Tsat = 116.7 K.

ρ µ k cp σ hlv

[kg/m3] [Pa.s] [W/K/m] [J/kg/K] [N/m] [J/kg]

liquid 440.78 1.15 × 10−6 0.17792 3144.05 0.012 0.52015 × 106

vapour 2.42 4.3×10−6 0.011995 1592.64 - -

Table 3: Thermophysical properties of the wall at Tsat = 116.7 K.

ρw cpw kw

[kg/m3] [J/kg/K] [W/K/m]

2700 8970 240
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Figure 9: Pressure boundaries limits of the simulation for repro-
ducing ZARM’s experiment conditions (data from private commu-
nications with N. Weber and M. Dreyer.

Figure 10: Comparison of the bubble radius evolution in time with Zarm’s

experiment. R0 = 40 µm; θapp = 5°; p0 = 1.44 bar; T0 = 117.28 K; 1 −
p f

p0
=

24.4 %; dx = 6 µm.

An example of an instantaneous 2D field of temperature at t = 0.4 s is shown in Fig.(8), when p=1.162 bar (see
Fig. 9). The corresponding saturation temperature imposed at the interface at that instant is T = 114.77 K. It appears
indeed how the temperature in the liquid and in the solid domain are close to the initial temperature T0. On the other
hand, the temperature in the bubble is lower and equal to T = Tsat(p) = 115.4 K . The liquid is superheated and
phase change between the liquid and the vapour phase is occurring. The evolution of the equivalent radius in time is
compared in Fig.10 with experimental data. In the first part of the simulation, for t < 130 ms, the pressure is decreasing.
Consequently the bubble growth is induced by two phenomena: the bubble expansion and the phase change mass flow
rate. We will call this phase the expansion phase. For t > 130 ms the tank is closed and the bubble growth is induced
by the phase change only. We will call this phase the diffusive phase. The two phases are clearly visible in both the
experimental and numerical data, and are characterised by two different slopes of the diameter curve evolution. The
simulation results exhibit a consistent and favorable slope, indicating a commendable agreement with experimental
data. This agreement indicates that the compressible solver accurately models the fundamental dynamics of the pool
cavitation process ans that the solver’s underlying numerical algorithms effectively account for the pressure variations
and fluid-solid interactions that drive bubble growth. However, from a quantitative point of view , the difference
between the two diameters is of approximately 30% as reported in Fig. 10.

Figure 11: Temporal evolution of the heat flux going in the bubble from the superheated liquid (triangle) and from the wall (circle). Comparison of
the heat flux source showing the contribution in percentage of each source integrated over time.

To gain insight into the factors contributing to the deviation between the numerical simulation and the experimen-
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Figure 12: 2D field of the surface mass flow rate with velocity
vectors. Figure 13: Distribution of the surface mass flow rate along s, the curvilinear

abscissa,t = 0.1s.

tal data, a detailed analysis of heat transfer and mass flow rate distribution along the interface is conducted. Fig. (11)
illustrates the heat transfer contributions from the wall and the surrounding liquid to the bubble. By examining the
distribution of heat flux, it becomes possible to understand the relative impact of each heat transfer mechanism on the
bubble growth. It appears that approximately 21% of the total heat flux going in the bubble originates from the wall, and
79% from the surrounding liquid. Therefore, even if the heat flux from the wall is of minor importance with respect to
the one from the superheated liquid, it is not negligible. It is therefore expected that that the thermal interaction between
the wall and the bubble significantly influences the growth rate observed in the numerical simulation. Furthermore,
Fig. (12) presents the field of the surface mass flow rate at t = 0.25 s of the simulation. This visual representation allows
to observe the spatial distribution of the mass flow rate along the interface. Analysing the mass flow rate distribution
aids in understanding how the fluid is interacting with the bubble surface and influencing its growth behaviour. To
complement the analysis, Fig. (13) provides the distribution of the surface mass flow rate along the interface, s being
a curvilinear abscissa that originates at the contact line. This one-dimensional representation enables a more focused
examination of the mass flow rate variation and its impact at specific locations along the bubble surface. One notable
observation is that the specific phase change mass flow rate has a pick in the vicinity of the contact line, in a region
having an extension of a few micrometers, as usually observed in nucleate boiling simulations. This is the consequence
of the high temperature gradients established in this region between the wall at Tw and the interface at Tsat. Moreover,
the phase change masse flow rate eventually reaches a null value at the contact line. In fact, at the contact line the
wall is locally thermalised at Tw = Tsat and therefore there is no heat flux at the contact line. However, in particular
for highly wettable fluids, it is expected that a micro-region exists extending over distance of the order of 100 nm
after the contact line. This micro-region, driven by the presence of a interface resistance at the contact line, induced
a bending of the interface from the microscopic contact angle θmic towards the apparent contact angle θapp outside the
micro-region, and important associated heat fluxes. A micro-region model could be of primordial importance in the
present case for two reasons. First, in order to impose the correct θapp . Secondly, in order to include the micro-region
heat flux and associated phase change mass flow rate that could modify the bubble growth. The substantial heat transfer
contribution from the wall underscores the importance of accurately capturing the heat transfer mechanisms occurring
at the solid-fluid interface and considering a micro-region model could strongly amplify the heat flux coming from the
wall. This suggests that incorporating a micro-region model could be crucial for achieving a more precise prediction
of the growth rate and improving the agreement with the experimental data. No micro-region model has been included
so far and will be the scope of future works. In summary, this preliminary comparison between experimental data and
numerical simulation for the pool cavitation of a single bubble allows to demonstrate that the solver is able to retrieve
the fundamental mechanisms associated with the phenomena, that is expansion and phase change, as demonstrated by
the correct reproduction of the slopes of the diameter evolution in time. Further investigations are required to analyse
and hopefully reduce the discrepancy in terms of diameter. Various factors, including fluid properties, pressure condi-
tions, and interfacial dynamics phenomena such as the micro-region, could contribute to these differences. Besides, a
proper convergence analysis has not been carried out so far. These will be investigated in future works.
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5.2 Parametric analysis for the characterisation of a bubble growth induced by cavitation

In the present section a parametric study carried out in order to characterise the bubble growth induced by cavitation in
conditions similar to the one investigated in the experimental case of section 5.1. The computational domain and the
initial conditions in the liquid methane are unchanged, but the pressure evolution at the bottom boundary, for t < ∆t, is
imposed with the following linear law:

p(t) = pi +
p0 − p f

∆t
t , (21)

where p0 and p f are the pressures at the beginning and end of the expansion phase that has a duration fo ∆t s. After
the expansion phase, for t > ∆t the pressure is kept constant and equal to p = p f . Two parametric studies are carried
out varying either the depressurisation level ∆p = p0 − p f and the depressurisation rate driven by ∆t.

It is possible to define a Jakob number associates to the ∆p as follow :

Ja =
ρl

ρv

cplTsat

h2
lv

(
1
ρv
−

1
ρl

)
∆p, (22)

where the superheat ∆T has been expressed as a function of the depressurisation ∆p making use of Clausius Calpeyron
relation Eq.(11).

Figure 14: Comparison of the bubble diameter evolution in time with
different pressure ratio for cavitating boiling simulation.
R0 = 200 µm; θapp = 5 °; p0 = 1.44 bar; T0 = 117.28 K; dx = 32 µm.

Figure 15: Bubble’s vapour volume created for different Jakob number,
for a fixed expansion duration ∆t
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Figure 16: Comparison of the bubble diameter evolution in time with different expansion
rate for cavitating boiling simulation.

R0 = 200 µm; θapp = 5 °; p0 = 1.404 bar; T0 = 116.7 K; 1 −
p f

p0
= 20 %; dx = 32 µm.

Figure 17: Temperature field obtained for a fast (top)
and slow (bottom) expansion rates, at the end of the ex-
pansion phase (left) and at the end of the simulation in
the diffusive phase (right). R0 = 200 µm; θapp = 5 °; p0

= 1.404 bar; T0 = 116.7 K; 1−
p f

p0
= 20 %; dx = 32 µm.

Fig.(14) illustrates the temporal evolution of the bubble diameter obtained for different Ja, varying from Ja=8 up
to J=40, corresponding to a ∆p varying between 20 and 60 % of the initial pressure p0. The red arrow indicates the end
of the expansion phase. As expected, the diameter of the bubble and its growth rate increase with Ja. This observation
aligns with the expected behaviour, as higher Ja indicate a greater availability of heat for bubble growth. Moreover, in
Fig.(15) are shown vapour volume variations ∆V during the expansion phase as function of the Ja, revealing a linear
evolution of ∆V with Ja. This suggests that the Ja number plays a crucial role in determining the amount of vapour
generated at the end of the expansion, providing a valuable insight into the dynamics of cavitation and its dependence
on the thermodynamic conditions. The results of the investigation of the influence of the expansion rates, obtained by
varying the ∆t for a same ∆p = 20% corresponding to a Ja=8, are shown in Fig.(16) and Fig.(17). Faster expansion
rates result in larger bubble diameters. However, it is noteworthy that even with significantly different expansion rates,
the resulting bubble diameters at the end of the simulation are not substantially different. This observation suggests that
the expansion rate, while influential, may have a slightly lesser impact on bubble size after the diffusive phase. Further
analysis in Fig.(17) provides additional insights into the temperature field after the expansion ends for simulations with
different expansion rates. Interestingly, despite significant differences in the temperature field during the final stages
of the expansion, the temperature fields converge to a similar pattern after a few hundred milliseconds in the diffusive
phase. These preliminary parametric studies ndicate that the long-term behavior of the system is less sensitive to the
initial differences in expansion rates. These insights contribute to our understanding of the phenomena involved in pool
cavitation and provide guidance for the development of accurate and efficient modelling approaches.

6. Conclusion

This study has provided valuable insights into the dynamics and characteristics of nucleate boiling and pool cavitation
through a combination of numerical simulations, experimental comparisons, and parametric studies. The validation
of the compressible solver against experimental data has demonstrated its capability to accurately capture the growth
rate of nucleate boiling bubbles and the behavior of pool cavitation under microgravity conditions. Although some
deviations were observed between the simulation and experimental results, the overall trends and important features
were effectively captured. The analysis of heat transfer contributions from the wall and the liquid to the bubble has
highlighted the significant influence of the wall on bubble growth, indicating the importance of accurately modeling
the micro-scale phenomena near the contact line. The examination of mass flow rate distributions has revealed a profile
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similar to the one typical of nucleate boiling, with a pick in the region near the contact line. These findings emphasise
the need for incorporating a micro region model to fully converge and accurately capture phase change phenomena
in presence of a contact line. Parametric studies investigating the effects of expansion rates and Jakob numbers have
provided important insights into the growth of a bubble induced by pool cavitation. The results showed that the Ja
number has a considerable impact on the growth rate, while the expansion rate exhibited a lesser influence. Overall,
this study underscores the importance of accurately modelling the complex phenomena involved in nucleate boiling
and pool cavitation. The validation of the compressible solver and the understanding gained through this research
contribute to the development of enhanced models that incorporate micro-scale effects, Jakob numbers, and expansion
rates. Such advancements are crucial for predicting and optimizing pool cavitation processes in various industrial
applications, leading to improved system performance, safety, and efficiency.
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