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Abstract
To assess the location of transition on generic flight vehicles, a tool has been developed [5] which applies
existing correlations to complex CFD solutions. This paper presents two improvements to this tool. First
of all, a new interpolation algorithm which allows to evaluate the transition evolution of complex vehicles
along their flight paths. Secondly, we present an improved methodology for the first estimation of the
boundary layer thickness. A first validation case, based on experimental data found in literature, shows
good agreement to the current methodology. Finally, a geometric analysis on a launcher fairing is presented
as a first application and shows the strength of the tool.

1. Introduction

During the design of flight vehicles, quite some uncertainty exists about the onset of the laminar to turbulent boundary
layer transition. In [9], it was highlighted that pending on the exact location of the transition onset, the vehicle weight
could differ with a factor of two. Additionally, for future reusable spacecraft, the location of transition onset is equally
important to estimate accurately the heat load at each position to size the thermal protection system accordingly. A lot of
correlations exist to estimate the transition onset, but they usually require information like the displacement thickness,
momentum thickness, wall or edge values,... which are not calculated by standard computational fluid dynamics (CFD)
tools. Therefore, a tool [5], called Boundary Layer Identification and Transition Zone Detection (BLITZ) Code, was
developed to post-process the data of a CFD simulation in such way that the existing correlations can be applied.

Starting from an existing laminar CFD solution, the code processes the data in different steps. At first the
solution is mapped into an internal data structure. A first initial guess is made of the boundary layer thickness along
the domain, based upon nearest neighbour projection. For each wallpoint an array of physical points is then created
normal to the wall up to the detected boundary layer thickness (including an additional margin). Typically, about 100
points are used in the normal direction for each wallpoint. The flow properties at these points are then derived from
the available CFD flowfield, for which two methods were implemented. The first approach consists in projecting the
flow properties of the nearest CFD mesh node onto each of the array points. In this case the profile will not be smooth
(typically for nearest neighbour projection) and therefore a reconstruction is applied to the variables to get a piecewise
linear profile [5]. A second method is based on Delaunay triangulation which aims to group the three-dimensional
CFD nodes such that non-overlapping tetrahedra are formed. This approach, performed using the Qhull library [2],
allows more accurate property calculation but comes at a substantial increase of computational effort. Once the flow
properties on the discretized boundary layer profile are known, the boundary layer thickness is calculated based on
multiple selection criteria like maximal value, derivatives and so on as discussed in [5]. To assess the transition onset,
the streamline length is calculated based on streamline tracing along the mesh for all wallpoints. Once all these data
are reconstructed, correlations can be applied for natural and bypass transition as well as for estimations of the local
critical roughness, backwards or forwards facing step etc.

In this paper two improvements on the existing tool are presented. A first improvement focuses on the deter-
mination of the properties of the discretized boundary layer points. Using nearest neighbour projection is fast but not
very accurate. On the other hand, the linear interpolation using the Delaunay triangulation is more accurate but very
expensive and can show accuracy problems under certain conditions. A new method, called the octant method, is
proposed which can be smartly parallelized to increase the speed of the interpolation at a high accuracy. Additionally,
an improved method for the initial boundary layer edge detection is implemented. To discretize the boundary layer,
an initial guess is made. Therefore, an analysis is performed in the wall normal direction, ranging from the wall to
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the edge of the domain, using a fixed number of points. When the boundary layer is very thin with respect to the
domain, the initial guess can be far from the actual boundary layer thickness. To improve this, a method using multiple
searches is developed. Doing this does not only improve the accuracy but also eliminates problems for blunt bodies in
supersonic flows, in general improving the capability of the tool.

Applying simple correlations to complex flight vehicles might result in non-accurate results. To assess this
problem, it is important to validate the developed tool. Yurchenko et al. [11] present transition data of a Russian rocket
launcher. Based on an extensive literature search, the geometry of the vehicle could be determined and numerical
simulations are compared to the presented data. During the initial design phase, designers might select geometry
based on arbitrary choices. However, this might result in early transition. To determine the evolution of the transition
location throughout a flight, a wraparound is developed which allows to process different transition analyses along the
flight trajectory. In this way it is possible to design vehicles and do e.g., parametric studies to optimize the design.
An example is presented for a launcher fairing, which shows that delaying the transition can be achieved by ensuring
continuity in second derivative of the geometry.

2. Development

2.1 Octant interpolation

Using Delaunay triangulation becomes extremely expensive for three-dimensional applications. Furthermore, it pro-
vides accuracy problems for very finely meshed boundary layers. A more robust and faster algorithm, called the octant
method, was worked out to avoid the aforementioned problems.

The methodology uses, for each point separately, the closest CFD node in each octant surrounding the selected
point. A graphical representation of the octants is given in Figure 11. The point, on which the properties are needed, is
located in the origin while each octant is shown in a different color. To find the closest node in each octant, the distance
to all CFD nodes needs to be calculated. However, as all the points are located along the same normal of one wallpoint,
they are by definition close to each other. Therefore, only the CFD nodes close to this normal profile are of interest.
In Figure 3 the green dots are the CFD mesh nodes while the red dots are the discretized points of the local boundary
layer discretization along the normal profile for which interpolated values are needed. By only using the nodes located
within the blue circle for the weight calculation, the calculation time is drastically reduced. In this case the distance to
all CFD nodes with respect to the midpoint of the array only needs to be calculated once for each array. The cost for
this expensive operation is divided over all points of the array. As the distance to the CFD nodes is calculated more
quickly afterwards, a large speed up and therefore a faster interpolation are obtained.

Figure 1: Graphical illustration of the different octants

1Obtained from https://commons.wikimedia.org/wiki/File:Octant_numbers.svg
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Figure 2: Graphical representation of the weight calculation function

Figure 3: Graphical representation of filtering based on grouped boundary layer points

Finally, the interpolation is performed using the eight closest CFD nodes (one in each octant) only. As the octant
contains its border planes (pre-defined in this way), nodes might appear multiple times. A distinction is then made based
on the number of remaining unique nodes. For example, if only three distinct nodes remain, the point is then located
within the triangle formed by these nodes. A simple two-dimensional interpolation in this triangle is then sufficient.
The methodology for different number of unique nodes is graphically represented in Figure 2. For all potential cases,
different checks are implemented to validate the assumptions. Furthermore, if no successful elements are found within
the circle shown in Figure 3, the radius is increased in different steps to ensure a successful interpolation.

In Table 1 an overview of different test cases can be seen, including information about timing of the complete
analysis. The total time is shown since for the nearest interpolation method additional time is spent throughout the code
in reconstructing a piecewise linear profile from the original interpolation for the different boundary layer property
profiles. It can be seen that for smaller test cases, i.e., the two flat plates, the interpolation time for nearest neighbour
projection and the octant interpolation method are very similar. However, it is also clear that the interpolation time for
linear interpolation using Qhull is significantly higher. When going to larger test cases it can be seen that the difference
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in calculation time between nearest neighbour projection and octant interpolation is increasing, nevertheless also the
accuracy is increasing drastically.

Table 1: Interpolation time comparison for different methods and test cases

Case Cores Interpolation points CFD nodes Nearest Octant Linear
Flat plate 01 12 176 800 195 838 3min34s 3min42s 10min51s
Flat plate 02 12 199 160 426 620 2min46s 2min41s 12min32s
Cylinder 12 4 084 340 3 468 778 39min25s 52min49s 184min40s
Fairing 64 4 605 900 5 401 418 18min53s 40min32s Failed
HXI 64 13 212 810 5 045 700 54min17s 76min18s Failed

The test case called Cylinder is a cylinder of unit radius in a Mach 2 cross flow, of which the Mach contours
can be seen in Figure 4. Table 1 shows that the time for octant interpolation is slightly above the nearest neighbour
interpolation but still well below the time for linear interpolation. Note that the linear interpolation using Qhull results
in different erroneous results due to accuracy problems. This is also confirmed in Figure 5a, where it is seen that the
profile is far off from the other two. At a first glance the results for the nearest neighbour and octant interpolation seem
to be very similar, which is due to the reconstruction. However, when zooming in (which is also shown in Figure 5a)
it can be seen that the profile of the nearest neighbour method actually shows inaccurate oscillations. Figure 5b shows
the derivative of the profile for both cases. It is clear that the newly implemented method increases the accuracy of the
derivative of the profile drastically, which allows for more accurate boundary layer edge estimation.

Figure 4: Mach contours of a cylinder in Mach 2 flow

For cases with large differences in element size, e.g., the fairing test case, the Qhull based linear interpolation
typically showed accuracy problems which were not able to be fixed. For the newly presented octant-based method, the
linear interpolation does not suffer from this problem. Additionally, it increases the accuracy compared to the previous
nearest neighbour methodology and reduces the amount of erroneous results. The presented method allows fast and
accurate analysis of a solution, which opens the door towards analyses of complex flight vehicles along their complete
trajectory.

2.2 Initial boundary layer guess

To calculate the boundary layer profiles, a discretization is created in the wall normal direction using a first estimate
of the boundary layer thickness. This first estimate was originally made by discretizing until the border of the domain,
using a fixed number of points. On this discretization the boundary layer thickness is estimated, which could then
result in problems. A first problem occurs when the boundary layer is fully embedded within the first point away from
the wall. For large domains, this can result in an initial guess being too far from the surface. An alternative problem
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(b) Velocity derivative in wall normal direction
Figure 5: Velocity profile and its derivative for nearest interpolation and linear interpolation using the octant method
for the cylindrical test case

that was detected is the guess being at the final point of the interpolation, i.e., on the edge of the domain. Both effects
result in a low accuracy on the final boundary layer edge detection and should therefore be avoided.

Since this first guess is essential for the proper final detection of the boundary layer thickness, an improved
method is proposed. The initial detection is happening on the original, non-reconstructed, nearest neighbour projection
properties. This interpolation is relatively fast and is therefore performed multiple times. A graphical representation
of the newly implemented method is shown in Figure 6. Initially, a wall normal line is discretized up to the wall of
the domain for each point. On this discretization, the boundary layer is detected using nearest neighbour interpolation.
Afterwards, the boundary layer is refined by adding a layer equal to the 90th percentile of the detected boundary layer
thicknesses (including a safety factor) as maximal interpolation distance over the complete vehicle, using the same
number of points. This is done four times and shown as the red loop in Figure 6. Afterwards, the boundary layer profile
is refined locally by discretizing up to the previously detected boundary layer thickness at that location. At this point
the outliers, i.e., above 90th percentile and below 10th percentile, are corrected with a safety factor. This is represented
by the green loop in Figure 6 and is repeated three times. Finally, the final boundary layer thickness is defined after
which the boundary layer detection algorithm is ran using linear interpolation to increase the accuracy, making use of
derivative based detection algorithms. In Appendix A the process is written down as implemented.

Estimate local boundary layer
thickness (nearest)Discretize domain up to wall

Discretize domain up to
SF*p90%

4 times

Estimate local boundary layer
thickness (nearest)

Discretize domain up to local
BL thickness + correct for

outliers

3 times

Estimate local boundary layer
thickness (linear)

Figure 6: Improved initial boundary layer guess algorithm

3. Validation: comparison to flight data

3.1 Geometry definition

To validate the tool for launch vehicles, a comparison is made with experimental data presented by Yurchenko et al.
[11]. Based on graphics presented in their report, as well as further investigation based on online news sources it is
assumed that they report on the Angara 1.2pp launch on 9th of July 2014, a month before the first submission of the
presented data. This assumption is based on graphical comparison of images presented in the paper and online graphics
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of the Angara1.2pp vehicle as shown in Figure 72. A good agreement between the different pictures is seen. The flight
was carrying different sensors to provide technical data along the flight, which explains the provided data. As detailed
information on the fairing geometry was missing, the technical drawings of the fairing were taken from the manuals of
Rockot [10] and Angara [7].

Figure 7: Similarities between pictures given by Yurchenko et al. [11] and Angara 1.2pp launch

3.2 Simulation comparison

In [11] it can be seen that the transition zone starts to move backwards from the nose tip at T+105 s at 36 km altitude
and at Mach 5.6. The complete vehicle is fully laminar from T+120 s at 46 km altitude and Mach 7.7. To reproduce
this transition shift, CFD simulations were run ranging from T+85 s to T+140 s, linearly extrapolating the altitude and
Mach number based on the two provided points. First of all, an analysis on natural transition is performed based on the
transition implementation by Karsch et al. [6]. Figure 8 shows the location of natural transition, based on the criterion
by Bowcutt et al. [4] which uses Reynolds number based on streamline length and edge Mach number. In this case, the
transition is already fully completed by T+105 s and thus does not match the experimental data. Therefore, a further
assessment is made based on the allowed surface roughness.

Based on the correlation by Reda [8], the critical distributed roughness can be calculated at different points along
the geometry. The selected locations are the middle of the front arc and the middle of the different conical sections
as well as a position one meter behind the end of the last conical section. Figure 9 shows the critical roughness at
these different locations. In the publication of Yurchenko et al. a critical roughness at the spherical cap of 0.1 mm
is mentioned. At T+105 s the critical roughness at this spherical cap is reaching 0.1 mm, indeed confirming that
further along the flight path natural transition takes over. Combining natural and roughness-based transition assuming
0.1 mm distributed roughness is shown in Figure 10 and shows indeed the transition location moving backwards almost
instantly at T+105 s. However, the spherical nose cap is probably the most smoothly finished part of the fairing.
Further downstream, higher roughness is probably present. Assuming the same 0.1 mm roughness up to the end of
the first conical section, and 0.5 mm behind this point, the transition moves backwards more gradually and the vehicle
reaches a fully laminar state at T+120 s as can be seen in Figure 11, matching the experimental data.

It can be concluded that the turbulent-to-laminar prediction can be predicted accurately using a combination of
natural and roughness induced transition. Nevertheless, in this case it mainly shows that the methodology works for
roughness induced transition and that the added vibrations due to the engines are not triggering earlier transition. To
further validate the methodology, it would be required to evaluate multiple types of flight vehicles both for bypass and
natural transition.

2The central figure is obtained from https://www.russianspaceweb.com/angara1pp.html
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Figure 8: Natural transition location
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Figure 9: Critical distributed roughness

4. Application: blunted geometry

A study is performed to assess alternative fairing geometries with respect to transition onset.

4.1 Baseline geometry

A first assessment is made on the fairing of Ariane 5, used as a baseline case. The external geometry is ogive shaped 3

and has an outer diameter of 5.4 m and a length of 17 m [1]. The altitude and velocity of an Ariane 5 launch as a
function of time are used to determine the environmental parameters. Simulations ranging from T+30 s up to T+150 s

3https://www.arianespace.com/mission-update/launcher-build-up-is-completed-for-arianespaces-dual-payload-ariane-5-flight-on-august-6/
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Figure 10: Combined natural and roughness induced transition location with uniform roughness of 0.1 mm
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Figure 11: Combined natural and roughness induced transition location with 0.1 mm roughness for the first two sections
and 0.5 mm for the other sections

are performed with a 2 s time step, corresponding to altitudes ranging from 2.1 km to 77.4 km and Mach numbers from
0.6 to 7. Figure 12 shows the altitude and Mach number as function of time as found in the Ariane 5 manual [1].

The location of natural transition (again based on the criterion by Bowcutt et al. [4]) is shown in Figure 13. Up
to T+80 s the transition location is located at the connection of the two ogives. Afterwards, the transition location
moves backwards up to T+98 s, at which moment the transition location stays for about 8s around the location of
the connection between the second ogive and the cylindrical part. It is interesting to note that these locations are the
locations behind a discontinuity in the second derivative of the profile.

Besides natural transition, it is also important to look at roughness induced transition. Therefore, one can look at
different parameters like e.g., the critical distributed roughness which is shown at various locations in Figure 14, based

8

DOI: 10.13009/EUCASS2023-315



TRANSITION ONSET ALONG FLIGHT VEHICLE TRAJECTORIES

40 60 80 100 120 140
Time [s]

0

10

20

30

40

50

60

70

80

Al
tit

ud
e 

[k
m

]

Altitude
Mach number

1

2

3

4

5

6

7

M
ac

h 
nu

m
be

r [
-]

Figure 12: Mach number and altitude as a function of time for an Ariane 5 launch [1]
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Figure 13: Natural transition location on Ariane 5 fairing

on the correlation by Reda [8]. Imagine a distributed roughness of 0.1 mm along the complete fairing. This would
mean that transition would be triggered at the nose up to T+100 s. From that point on, the transition is defined by
natural transition since all downstream locations have a higher critical roughness.

Other parameters like the critical discrete roughness, cavity length and depth or forward and backward facing
steps can be considered as well. Based on these plots, it can be decided where the roughness should be reduced. In the
given example, a roughness of 0.02 mm would result in a shift of the transition location backwards at about the same
time as the natural transition would occur. This therefore means that it does not make sense to reduce the roughness at
the nose below 0.02 mm since for lower roughness transition would still happen due to natural transition.
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Figure 14: Critical distributed roughness on Ariane 5 fairing

4.2 Adapted geometries

As mentioned before, transition occurs slightly behind the locations of discontinuities in second derivative. We propose
different alternative geometries which eliminate the discontinuity in second derivative along the geometry with a limited
change in contour.

A first approach uses two cubics to match the first ogive to the cylindrical part. In this case the cubics are matched
such that they are connected and have continuous first and second derivative both at the connection to the spherical
cap and to the cylindrical part, as well in their connection location. Therefore, the connection location is considered as
an additional unknown such that nine unknowns can be matched with nine equations. The length from the tip to the
cylindrical part and the final angle of the spherical cap are then used to match the geometry as closely as possible to
the baseline geometry.

A second case uses an ellipse which is defined below and uses a parameter a to match the geometry coordinates
(x and y) as close as possible. In this case r is the radius of the cylindrical section downstream of the curved fairing.( x

a

)2
+

(y
r

)2
= 1 (1)

A final case is based on a superellipse which is similar to a normal ellipse but using higher powers m and n as
defined below. ( x

a

)n
+

(y
r

)m
= 1 (2)

In this case if n is not chosen equal to two, the second derivative becomes zero at the horizontal location. This
results in a profile that is completely continuous up to the second derivative. Again, the different parameters are
selected such that the difference with the original profile is as low as possible and n is forced to be above 2.1, to ensure
the second derivative going to zero. The original and the three adapted contours can be seen in Figure 15a, the local
radius of curvature of the profile can be seen in Figure 15b. It can be seen that the radius of curvature increases steadily
to infinity for the matched cubics and superelliptical case. For the others a jump is present at that location since an
infinite radius of curvature (in the flow direction) is present at the cylindrical part.

Figure 16 shows the location of natural transition for the different curves. It can be seen that turbulent-to-laminar
transition of the flight vehicle happens much earlier for the continuous shapes. Nevertheless, for all cases the transition
location sticks around the connection to the cylindrical parts as here the radius of curvature is going to infinity and
therefore transition might be triggered due to the fast increase in radius of curvature. This could be eliminated by using
a superellipse (or similar shape) along the complete vehicle, eliminating this fast increase. However, a transition to a
cylindrical section will always be required for practical reasons.
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Figure 15: Geometry and radius of curvature for different alternatives for the Ariane 5 fairing
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Figure 16: Natural transition location for different geometries for the Ariane 5 fairing

Figure 17 shows the critical discrete roughness along the geometry for the different geometries based on the cor-
relation by Berry et al. [3]. The critical roughness is only very slightly influenced by the selected geometry. Therefore,
it should be assessed whether changing the geometry is beneficial since transition might be induced by roughness rather
than natural transition.

Note that for the Ariane 5 fairing (and blunt bodies in general) the pressure drag is much higher compared to
the viscous drag and therefore delaying the transition will only have a minor influence on the total drag. Nevertheless,
the heat load into the fairing as well as the acoustic load caused by the turbulent boundary layer are affected by the
transition. This will be further investigated in future developments. With this first study we aim to show the strength
of the tool which could be used for more complex flight vehicles to do a similar analysis in the future.

5. Conclusion

This paper presented several improvements on the existing transition analysis tool developed by Hoffmann et al. [5].
Most importantly, a new interpolation algorithm was implemented which is based on the closest point in each of the
octants surrounding the point where one wants to interpolate. Since the points of the boundary layer array are close
to each other, smart parallelization can be applied for which only a limited subset of the CFD nodes are considered as
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Figure 17: Critical discrete roughness for different alternative geometries for the Ariane 5 fairing

possible closest points. This method has the accuracy of linear interpolation at only a slight increase of calculation time
with respect to nearest neighbour projection. A second improvement consists of a new initial boundary layer detection
algorithm, which allows for more refined discretization of the domain and therefore a better detection of the finally
selected boundary layer thickness and better calculation of the properties like displacement thickness, momentum
thickness and so on.

To validate the code, a transition assessment is compared to experimental data published by Yurchenko et al.
[11]. A good agreement is seen with the experimental data when both natural and roughness induced transition are
considered. However, to further validate the tool a more extensive investigation is required for both natural and rough-
ness induced transition for different kind of geometries. Nevertheless, a good first indication of the validity of the tool
has been presented.

As a first application, a geometric assessment is performed on the Ariane 5 fairing. It has been shown that by
removing the discontinuity in second derivative it is possible to have earlier turbulent-to-laminar transition. For this
application, the influence on drag is limited due to the large influence of the pressure-based drag on blunt bodies,
but a more severe impact might be present on the integrated heat load or acoustic load of the vehicle. Knowing the
natural transition location could be very useful in an early stage of a flight vehicle design to immediately optimize the
geometry. On top of this, knowing e.g., the critical backwards facing step can allow to design joints in such a way that
the critical limit is not crossed and therefore no roughness induced transition is taking place.

To further validate the tool, it is recommended to validate over a wide range of geometries and flow conditions.
Additionally, effort could be put in blending laminar and turbulent simulations to assess the forces on a flight vehicle
and further investigate the heat flux and acoustic load into the fairing. Therefore, a blending methodology between
turbulent and laminar CFD simulations will be developed. Finally, assessments of different vehicles along complete
trajectories are planned to be performed.
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A. Improved initial boundary layer guess algorithm

1 SF=2# add ing a s a f e t y f a c t o r
2 x yz _ i p=C r e a t e I n t e r p o l a t i o n D i s c r e t i z a t i o n ( m a x w a l l d i s t a n c e , xyz , wpt Index )
3 BLThicknessGuess=MakeBLGuessUsingNeares t IP ( xyz_ip , xyz , uvw , r e c o n s t r u c t i o n=F a l s e )
4
5 f o r j in range ( 4 ) :
6 d i s c r e t i z a t i o n l e n g t h =[ p e r c e n t i l e ( BLThicknessGuess *SF , 9 0 ) , ] * l e n ( wpt Index )
7 x yz _ i p=C r e a t e I n t e r p o l a t i o n D i s c r e t i z a t i o n ( d i s c r e t i z a t i o n l e n g t h , xyz , wpt Index )
8 BLThicknessGuess=MakeBLGuessUsingNeares t IP ( xyz_ip , xyz , uvw , r e c o n s t r u c t i o n=F a l s e )
9

10 f o r j in range ( 3 ) :
11 d i s c r e t i z a t i o n l e n g t h=BLThicknessGuess
12 f o r i in range ( l e n ( wpt Index ) ) :
13 i f BLThicknessGuess [ i ]> p e r c e n t i l e ( BLThicknessGuess , 9 0 ) *SF :
14 BLThicknessGuess [ i ]= p e r c e n t i l e ( BLThicknessGuess , 9 0 ) *SF # i f e x t r e m l y l a y i n g

ou twards t h e p o i n t i s assumed t o be wrong and t h e g u e s s i s l i m i t e d t o
t h e 99 t h p e r c e n t i l e , i n c l u d i n g a s a f e t y f a c t o r

15 e l i f BLThicknessGuess [ i ]< p e r c e n t i l e ( BLThicknessGuess , 1 0 ) / SF :
16 BLThicknessGuess [ i ]= p e r c e n t i l e ( BLThicknessGuess , 1 0 ) / SF # i f e x t r e m l y l a y i n g

ou twards t h e p o i n t i s assumed t o be wrong and t h e g u e s s i s l i m i t e d t o
t h e 99 t h p e r c e n t i l e , i n c l u d i n g a s a f e t y f a c t o r

17
18 xyz _ i p=C r e a t e I n t e r p o l a t i o n D i s c r e t i z a t i o n ( d i s c r e t i z a t i o n l e n g t h , xyz , wpt Index )
19 BLThicknessGuess=MakeBLGuessUsingNeares t IP ( xyz_ip , xyz , uvw , r e c o n s t r u c t i o n=True )

Listing 1: Algorithm to improve the initial boundary layer guess.
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