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Abstract
The new VKI Low Density Facility(LDF) is a novel experimental facility designed to replicate very low
Earth orbit conditions to characterize efficiency parameters of Air Breathing Electric Propulsion(ABEP)
intake-collectors. In this work, we present the development of a simple model that allows measuring
the collection efficiency from quantities measurable in the facility and evaluate its validity with DSMC
simulations. Moreover, we provide an estimate of the measurement uncertainty of the intake efficiency.

1. Introduction

Operation of satellites on Very Low Earth Orbits(VLEO), defined as orbits with altitudes bellow 450 km and as low
as 160 km, provides numerous benefits including increased performance of optical and radiometric payloads, reduced
costs of vehicle development and launch, as well as lower risk of collision with space debris.9 On the other hand, VLEO
orbits magnify the challenges presented in higher altitude orbits. Firstly, due to the predominance of atomic oxygen, a
chemically reactive species, surface erosion poses a challenge to mission lifetime. Secondly, VLEO orbits atmospheric
density is increased, causing increased drag that requires frequent compensation. Overcoming the aforementioned
challenges can be achieved through the study of VLEO appropriate erosion resistant materials as well as through
advances in Air Breathing Electric Propulsion(ABEP) technology. ABEP systems rely on an Air Intake-Collector(AIC)
to collect and compress atmospheric gas particles, incoming at the satellite at its orbiting velocity, and direct them to
the thruster to be ionized and accelerated in order to generate thrust and provide drag compensation. Therefore, the
performance of air intake-collectors is crucial to the feasibility of ABEP technology.30, 35 Given VLEO’s low density
and typical satellite dimensions, gas flow inside intake-collectors is free molecular, meaning that collisions between
gas particles are rare and flow behavior is dominated by gas-surface collisions. Thus, intake performance as well as
overall satellite drag depend heavily on gas surface interaction between atmospheric species and the intake surfaces.

Gas surface interactions in Low Earth Orbit(LEO) have been previously studied by way of flight observa-
tions2, 12, 23 as well as on-ground laboratory testing.12, 22, 25, 33, 34 Both study types have focused mostly on the study
of reactive gas surface interactions, with special focus on the erosion of satellite materials by atomic oxygen. More-
over, most studies of air intake collectors performance are full tests of ABEP systems and provide less focus on intake
analysis1, 32 or are based on numerical simulations.4, 13, 14, 29 Numerical simulation typically rely on the simple Maxwell
model to simulate gas surface interaction between the flow particles and intake surfaces. Therefore, experimental ef-
forts to characterize non-reactive gas-surface interactions and its effects on flow behavior and intake performance are
crucial to the progress of VLEO satellite technology. Currently, laboratory investigations are mostly challenged by
the difficulty in reproducing orbital flow conditions since most flow sources offer a compromise between producing
the correct gas species, appropriate densities and particle velocity. Although written 2 decades ago, Kleiman et al.17

review of existing facilities still provides relevant insights on the source technologies available today. A noteworthy
modern iteration of LEO plasma facilities is the Chamber for Atmospheric and Orbital Space Simulation (CHAOSS)
at the University of Colorado Springs. The CHAOSS facility uses a magnetically filtered oxygen plasma source that
produces a plume of streaming atomic oxygen ions with orbital energies(5 eV) and low electron temperature.21 The
facility aims to study momentum exchange through gas surface interactions through the use of a nano-Newton thrust
stand. Moreover, it allows the study of GSI without the neglect of the effect of solar radiation.24 As drawbacks, the
use of a plasma source results in a non duplication of the chemical composition for lower orbits. Moreover, the facility
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is composed of a single chamber which makes the qualification of ABEP intake collectors a more challenging task.
A more recent facility still under construction, is the Rarefied Orbital Aerodynamics Research facility (ROAR) single
chamber wind tunnel at the University of Manchester uses a source based on electron stimulated desorption to gen-
erate neutral hyperthermal oxygen atoms.27 The facility focus on studying gas-surface interactions through scattering
experiments although scaled intake geometries tests are also planned.26 Possible limitations of the facility include it
comprising a single chamber and inherent limitations of its flow source such as relative low flux, high beam divergence
and energy spread.17

VKI is currently building a small scale Low Density Facility(LDF) designed to duplicate VLEO conditions and
with the immediate purpose of characterizing efficiency parameters of ABEP intake-collectors. The facility comprises
two vacuum chambers and features an Inductively Coupled Plasma(ICP) source with magnetic beam control. In this
work, we give an high level overview of the facility and present a simplified model for the indirect measurement of
performance parameters based on measurable quantities in the LDF. Moreover, we simulate the operation of the LDF
by means of Direct Simulation Monte Carlo(DSMC) simulations. The simplified model is confronted against the afore-
mentioned higher fidelity DSMC simulations and its validity assessed. Finally, the simplified model is used to estimate
the uncertainty on the measurement of intake collector performance parameters in the LDF based on known instrument
uncertainties. The paper is organized as follows: following this introduction, Section 2 presents the main intake per-
formance parameters as well as an high level description of the facility. Section 3 presents the simplified model of gas
flow in the chambers as well as the implemented TPMC code that allows closure of the model without the need for
detailed simulations. Section 4 presents the results of the 0-D model simulation of the facility and confronts them with
the higher fidelity DSMC simulations. Finally, estimates of the uncertainty of intake performance measurements in the
low density facility are computed based on Monte Carlo error propagation are provided in Section 5 before the main
conclusions of this work are drawn.

2. Intake performance qualification in the Low Density Facility

In this section, we introduce the main parameters that describe intake performance. Moreover, the low density facility
design is described and justified according to its main goal of measuring said performance parameters.

2.1 Performance parameters

The main purpose air intake-collectors is to direct the greatest amount of free stream air particles, the effective pro-
pellant of ABEP systems, to the electric thruster where particles are ionized and accelerated to provide thrust. The
collection efficiency effectively measures the transparency of an intake to the incoming flow and can be defined as the
ratio of mass flow rates at the exit and at the inlet of intake collector, as in Eq.1,

η =
ṁout

ṁ∞
, (1)

where ṁ is the mass flow rate and the subscripts out and ∞ refer to the outlet and free stream conditions,
respectively. However, atmospheric density is too low for proper ignition of typical ion thrusters and the intake-
collector is required to provide a degree of flow compression that is sufficient for thruster ignition. The compression
ratio quantifies the degree of such compression as is defined as

ν =
nout

n∞
, (2)

where n is the particle number density. It is often the case that higher collection efficiencies imply a lower
compression ratio while the inverse is also true and there needs to be a trade-off between the two quantities. In the next
subsection, a description of the facility is provided together with a discussion on the methodology for measuring the
performance parameters.

2.2 Low Density Facility overview

The Low Density Facility can be briefly described as being composed by two vacuum chambers connected by a pipe
housing the the engineering model of the air intake collector to be tested. The tested intake model size is limited by the
pipe diameter of 0.1317 m and length 0.43 m. Figure 1 shows a technical drawing of the facility and its dimensions.
The orbital flow conditions are created through a Particle Flow Generator(PFG) which generates particles that traverse
the intake and are either rejected back into the main chamber or collected by the secondary chamber.
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Figure 1: Technical drawing of the Low-Density Facility. Dimensions in mm

2.2.1 Pumping system

The facility is comprised of a high vacuum system with enough pumping capacity to allow for free molecular flow
conditions with continuous PFG operation. The vacuum pumping system comprises one rotary vane mechanical pump
capable of pumping down both vacuum chambers to approximately 10−2 mbar, together with one turbomolecular pump
on each chamber with enough capacity to reach an ultimate pressure of approximately 10−7 mbar with the PFG turned
off and approximately 10−5 mbar under typical operating conditions. The chamber materials are stainless steel 316 due
to its welding, polishing and corrosion resistant properties and are fine glass bead blasted in order to prevent sorption.
It is worth to note that the pressure of orbital conditions, approximately 1 × 10−7 mbar, is not duplicated. However,
since the flow regime in the facility is free molecular the aerodynamic behavior of the flow should be duplicated as long
as gas surface interactions are not modified by facility pressure conditions, for example through different adsorption
dynamics at the two pressures.

2.2.2 Flow generation

The particle flow generator is an ICP source with incorporated magnetic beam control and is designed to duplicate
orbital flow conditions by providing an adequate ion velocity (uion ≈ 7600 m · s−1) and temperature (Tion ≈ 1000 K) as
well as a low electron temperature (Te ≤ 0.5 eV). The expected source total mass flow rate is 3 sccm while a produced
minimum beam ion current of 10 mA is expected. Such ion current is translated into a flux of fast particles that is lower
than that expected in orbit. This flux disparity is not problematic since exposure tests are not planned for such facility.
Moreover a low flux presents advantages as it allows for a less demanding pumping system.

A disparity between flight and ground testing conditions exists as well regarding the charge state of the particles
in the facility. On one hand, Knechtel and Pitts studied gas surface interactions charged nitrogen molecules and argued
for little difference in their interactions with surfaces18 compared with neutral particles. On the other hand, care must
be taken so that electric fields present in the facility do not alter the ion trajectory sufficiently for the flow not to be
representative of orbital conditions. To this effect, the possibility of electrically biasing the intake is being considered
in order to mitigate the creation of electric fields.

2.2.3 Diagnostics

Facility diagnostics are crucial to the measurement of operating test conditions and AIC performance parameters. To
this end, both cold-cathode ionization gauges and ceramic capacitance gauges will be installed in each chamber so that
the pressure evolution can be monitored in the facility. Thermocouples will be installed to measure both chambers’
temperature and a flow meter is installed into the PFG to allow measuring the PFG flow rate. Moreover, a Retarding
Field Energy Analyzer(RFEA) and a Faraday probe will be used to measure the current as well as the energy distribution
of ions at different positions in the plume and at the entrance of intake. Finally, the chambers include optical ports so
that optical access is possible in the plume and near PFG region. To measure the electron temperature and densities the
spectral signature in the plasma plume will be measured through a spectrometer and interpreted via detailed collisional
radiative models.

Analyzing Eqs. (1) and (2) one understands that while the compression ratio can be directly computed by the
measurement of each chamber pressure and temperature to obtain each the local number density, direct measurements
of the collection efficiency are not easily realizable with the current diagnostic set up. Indeed, although measuring flow
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rates of charged particles at the AIC entrance will be performed through a RFEA probe, at the exit of the intake some
of these previously charged particles will have been neutralized through either collisions with walls or background gas
particles and would therefore not be measured by the probe, resulting in erroneous measurements. On the other hand,
measuring fluxes of neutral particles is not trivial in vacuum conditions.10

In alternative, conductances, a quantity related to collection efficiency, are usually measured by measuring the
pressure difference between two vacuum chambers connected by the component to characterize.15 A components
conductance expresses the probability of a particle from one chamber to traverse the component and reach the other
chamber. Typically, experiments include one chamber that is fed with a thermalized feed of gas and another that is kept
at a lower pressure though the pumping system. Therefore, the net mass exchange is a consequence of the component
geometry and can be measured by the pressure difference in each chamber. An analogous test can be performed in
the LDF. However, while in typical conductance tests, the flow entering the component at each end is completely
thermalized, the same cannot be said in the LDF as the PFG generates a plume of fast particles. Therefore, calculating
the collection efficiency from pressure measurements of both chambers is possible but requires an additional modeling
layer of the relevant flows that traverse the AIC as well as an extensive characterization of the facility operating
conditions. In the next section, we present the development of a simple model that allows measuring the collection
efficiency from the available measurable quantities in the facility.

3. Model development

In the previous section, modeling was highlighted as an important feature to infer intake performance parameters from
pressure measurements. In this section, we aim to develop a 0-D model with the aim of interpreting measurements in
the low density facility.

3.1 0-D model of the flow in the facility

The 0-D model relies on a simple system of equations based on mass conservation considerations for each chamber as

V1
d
dt

(nc1) = ṄPFG + Ṅ2,therm + Ṅ1,leak

− ṄP1 − Ṅ1,beam − Ṅ1,fast − Ṅ1,therm,

V2
d
dt

(nc2) = Ṅ1,fast + Ṅ1,beam + Ṅ1,therm + Ṅ2,leak

− ṄP2 − Ṅ2,therm,

(3)

where Ṅi represents the the relevant facility particle flow rates in [ particles · s−1] and the flow rates exchanged
through the AIC follow the convention N j,i where j is the flux chamber of origin and i is the flow type. As an example,
Ṅ1, slow denotes the flow rate of thermalized particles that flow from chamber 1 to chamber 2. The flow rates taken into
account by the model are detailed on Fig. 2.

Provided there is knowledge of the relevant particle flow rates, the system represents a simple initial value
problem that can be integrated using a simple ODE integrator. In most test cases, experimental campaigns will focus
on steady state operation and the Left Hand Side(LHS) of Eq 3 can be taken as 0. However, experimentally, the problem
is the inverse. Chamber quantities are measured and are then related to the flow rates through the intake in order to
extract the collection efficiency. The particle number densities variations can be promptly converted into measurable
pressures and temperatures through the ideal gas equation of state as

d
dt

(pci) = kbTci
d
dt

(nci) . (4)

On orbit, the flow transmitted through the intake arises from the flow of fast particles (relative to the mov-
ing satellite) impinging on the intake entrance. However, on ground tests, different flow rates contribute to the mass
exchange between chambers. These should be modeled so that one can derive the collection efficiency from the
contribution of fast particles only, the ones which duplicate orbital conditions. We can model the terms Ṅ1,slow,
Ṅ2,slow, Ṅ1,beam and Ṅ1, f ast considering that the pressure in the facility is low enough for the free molecular flow as-
sumption to be valid. The slow flow rates through the AIC are given through classical kinetic theory expressions
as,

Ṅi, slow =
nci

4
⟨vi⟩ Aiτi, slow , (5)
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Figure 2: Schematic of the relevant LDF and the relevant fluxes considered in the 0-D model. Blue flow represents
the plume of non accelerated particles, orange represents the fast particles accelerated by the PFG while the grey
background depicts the background particles in each chamber.

where nc,i is the background number density in chamber i , Ai is the entrance AIC area, τi, slow is the probability
of a particle from chamber i to be transmitted to the other chamber and ⟨vi⟩ is the background mean velocity computed
as

⟨vi⟩ =

√
8kbT
πm
, (6)

where kb is the Boltzmann constant and m is the mass of the gas species.
Regarding Ṅ1, f ast, since it is a flow rate related to fast particles produced in the PFG, it is useful to analyze the

PFG flow first. The PFG is able to accelerate particles by ionizing an incoming flow rate of gas feed and subsequently
accelerating the ionized particles through a potential drop. A fraction of the gas that is fed to the PFG exits without
having been ionized, and therefore is not accelerated. This is accounted by the so-called mass utilization efficiency
ηPFG, and, since only charged particles are accelerated, a significant portion of the flow rate fed to the PFG will exit the
PFG without suffering any acceleration. Therefore, the flow rate emitted by the PFG can be analyzed as two different
streams. One of the streams is composed of slow particles while another is composed of fast ions which flow through
the vacuum chamber. In both streams, a fraction of the particles will reach the intake entrance, fbeam and fion, while
the remainder will miss the AIC entrance due to the plume expansion, collide and thermalize with chamber walls and
contribute to the increase in background pressure. Therefore, the flow rate of slow particles that reaches the intake from
chamber 1 and is transmitted to chamber 2 is computed as,

Ṅ1,beam = ṄPFG(1 − ηPFG) fbeamτ1,beam. (7)

where τ1,beam is the probability of a slow beam particle impinging on the AIC entrance to be transmitted to
chamber 2. The development of the expression for the flow rate of fast particles that reaches the intake from chamber
1 and is transmitted to chamber 2 is analogous to that of slow particles,

Ṅ1,fast = ṄPFGηPFG fionτ1,fast, (8)

where τ1,fast is the probability of a fast ion impinging on the AIC entrance to be transmitted to chamber 2. This
probability is exactly equivalent to the concept of collection efficiency if the fast ions duplicate the flow experienced on
orbit. Therefore, if knowledge of all the other flow rates is obtained, it is possible to invert one of the equations from
the system (3) to obtain the collection efficiency, for example

Ṅ1,fast = ṄPFGηPFG fionτ1,fast

= ṄP2 + Ṅ2,therm − Ṅ1,beam − Ṅ1,therm − Ṅ2,leak.
(9)

Having developed the expression for the AIC exchange flow rates in Eqs (5) to (8) we notice that most quantities
are directly measurable or known. Quantity nci is computed through pressure and chamber temperature measurements,

5

DOI: 10.13009/EUCASS2022-7334



SHORT PAPER TITLE

ṄPFG is measured through the PFG flow meter and fion is measured with a Faraday probe. Moreover, the other flow
rates can be measured through dedicated tests detailed in Section 5. Therefore, the use of Eq (9) would allow the esti-
mations of the collection efficiency of the intake provided the model assumptions hold (Free molecular flow, uniformly
distributed background density). If the free molecular flow assumption is valid, the collection efficiency depends only
on the geometry of the intake, the velocity distribution of impinging particles and on the gas-intake wall surface inter-
action. If estimates of the different flow transmission probabilities of the AIC could be obtained it would be possible
have closure of the 0-D model which would allow the simulation of the average pressures in each chamber. A Test
Particle Monte Carlo (TPMC) code can provide such estimates and, perhaps more importantly, allow estimations of
gas surface interactions (GSI) from the aforementioned experimental measurements. To this effect, we have developed
a Python TPMC code that is described in the next section.

3.2 Test Particle Monte Carlo code

A TPMC code is based on the assumption of free molecular flow such that a particle trajectory is independent of other
particles, i.e. gas-gas collisions are negligible.5 Therefore, the TPMC code considers that particle trajectories can only
be altered through collisions with walls. Upon colliding with walls, the particles are reflected based on wall laws,
known as collision kernels, which are parameterized by accommodation coefficients and define the probability density
that an incident particle with velocity vi is reflected with velocity vr.19 Presently, two collision kernels are implemented,
the Maxwell kernel (parameterized by one accommodation coefficient, α) and the CLL kernel (parameterized by two
accommodation coefficients, αn and αt).20 The accommodation coefficients represent the probability of a reflection
being diffuse, in the case of the Maxwell kernel, or the degree of accommodation of the normal and tangential kinetic
energy., in the case of the CLL kernel.

The simulation starts by sampling initial particle positions and velocities consistent with the flow to be simulated.
If one is interested in transmission probabilities of slow particles,τ1,slow , a Maxwellian distribution at the background
gas temperature is sampled at the AIC entrance. On the other hand, for the the fast particle transmission probability,
τ1, f ast, the computation starts by sampling the PFG conditions, e.g. speed ratio and flow temperature, at the PFG exit
and propagating the particle trajectories up to the AIC entrance. The fraction of particles that reach the AIC entrance,
fion, from the PFG is directly obtained by counting enough simulated particle trajectories. To compute the transmission
probability, the particle trajectories are propagated from the AIC entrance up to either the AIC exit or back to the
AIC entrance. It is noteworthy that the TPMC simulations could have as input velocity distributions functions that
are obtained experimentally at a specific point. The trajectories could then be propagated from this point with the
experimental velocity distribution function therefore providing support in the reconstruction of the experiment.

Moreover, to account for the fact that ground testing is performed at higher than flight background pressures,
which can lead to a non-negligible effect in the particle trajectories, Monte Carlo Collisions (MCC) were implemented
into the TPMC code. In the case that the background density is significantly higher than the flow density, the back-
ground particles are mostly unaffected by the flow particles. However, the opposite statement is not necessarily valid
and the behavior of fast ions can be influenced by the background gas particles. Under these circumstances, the back-
ground gas is simulated using its density, temperature and mean velocity and the probability of collision between a fast
particle with a background gas particle is

6

PMCC = 1 − exp
[
−∆t g nBG σT,i j(g)

]
, (10)

where λ is the background gas mean free path, nBG is the background number density and σT,i j(g) is the collision
cross section. For each particle trajectory, the algorithm samples from the specified background properties a particle
velocity. In the present case a Maxwellian distribution is assumed for the background particles. In case of collision,
the post collision velocity of the fast particle is obtained from either hard or soft sphere scattering and the trajectory
propagation is continued. Therefore, for the high speed ratios expected for the particles emitted by the PFG, it is
expected that collisions with background particles increase the spread of the beam particles and reduce the beam
collimation. This in turn should promote collisions with the walls and reduce the transmission probability of particles.

The TPMC simulation is comprised of a large enough number of particle trajectories which collectively represent
the behavior of the flow. The division of the number of particles that reach the AIC exit by the number of particles that
reach the AIC entrance represents the transmission probability. Figure 3.2 shows TPMC results of fast particle trans-
mission probabilities for different AIC conical geometries and Maxwell accommodation coefficient. The considered
conditions are S = 10, DPFG = 9 cm, LPFG = 10 cm, L = 30 cm, DL = 10 cm where S defines the speed ratio as

S =
Vbulk√

2kbT
m

. (11)
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Figure 3: Fast particle transmission probability vs exit diameter and Maxwell accommodation coefficient computed
with the TPMC code.

In the next section, we perform simulations of the facility operation using DSMC and the 0-D model in order to
evaluate the validity of the simplified conservation model.

4. LDF facility simulation

The flow in the low density facility is simulated using both the 0-D model and DSMC simulations with the same inputs
so that the 0-D model results can be verified. For this effect, we will take the values of measured quantities in the facility
as the specifications given by components manufacturers i.e., pumping speed and PFG characteristics. Regarding the
PFG we assume operation with argon with a mass flow rate of 3 sccm, a mass utilization, ηPFG = 5%, bulk flow
velocity of 7600 m · s−1 and ion and neutral temperature of 1500 K. Regarding the pumping system we assume the
manufacturer pumping speed of S 1 = 2900 L · s−1 and S 2 = 2000 L · s−1 for the main and secondary chambers,
respectively. Moreover we consider that the chamber walls, with which gas particles thermalize, are maintained at a
constant temperature of 300 K and that leaks in main and secondary chamber are equal to zero. Moreover, simulations
are performed with the PFG-AIC distance taken as dPFG = 0.6 and 0.2 m. The AIC is taken as either a cylinder with
diameter, D = 0.1317 m, and length, L = 0.43 m, or a cone with the same length but left and right diameters equal to
Dl = 0.1317 m and Dr = 0.0479 m, respectively

4.1 DSMC simulations

The DSMC computations are 3D simulations of the design shown in Fig. 1 performed with the SPARTA DSMC
simulator.28 The PFG is simulated as a source of two distinct particle populations from the same surface. For this
purpose, the SPARTA code was modified to allow for this feature. The two streams have the characteristics described
in the previous paragraph. The pumps are simulated by attributing a surface transparency that reproduces the pumping
speed, assuming a influx of thermalized particles. Transparencies of 0.638 and 0.588 are attributed to the main and
secondary chamber pumps respectively. Gas wall collisions are assumed to be diffuse and after collision particle
properties are sampled from a wall normal Maxwellian distribution at the wall temperature of 300 K. Finally, gas-gas
collisions are taken into account using the VHS cross section provided by.31 These include Ar-Ar collisions as well as
Ar+-Ar collisions, accounting for charge exchange reactions.

The 3-D surface mesh used is shown in Fig. 4. The domain is discretized with a uniformly spaced mesh with
spacing ∆d = 0.025m and refined in the plume, AIC region and chamber surfaces to half the size, ∆dre f = 0.0125m.
For comparison, the mean free path is estimated to be 2 m considering the highest density obtained in simulations and
shown in Fig. 5. Moreover, the time step size is chosen to be 1 µs. For reference, the lowest mean collision time
in the mixture is the one of CEX reactions estimated as τcoll,CEX ≈ 25 ms. The minimum cell crossing time for the
refined mesh of 0.0125m is estimated as 1.6 µs. The time step is therefore smaller than both the cell crossing time and
a fifth of the minimum collision time.11 The ratio of physical to simulated particles is chosen to be 1010 so that the
computational cost is not prohibitively expensive. With the aforementioned ratio, an average of 12 million particles are
present in the domain in each time step so that each cell in the simulation has a minimum of 20 particles to provide
relevant flow statistics. Results are drawn from grid averages, as in the density, velocity and temperature fields, as well
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Figure 4: 3-D surface mesh of the low density facility with conical AIC geometry.

as surfaces at the intake entrance and intake exit where the particle fluxes are computed. For both the computational
grid and surfaces of interest, the results are retrieved when steady state is achieved by taking an average over 2000 time
steps.

Figure 5: Density field in the LDF for the conical (Top) and cylindrical (Bottom) AIC geometries.

Figure 5 shows the simulated density field considering LPFG = 0.2 m for the case of the conical and cylindrical
AIC. Due to the low mass utilization efficiency of 5%, the density field is dominated by the neutral plume flowing from
the PFG. Nonetheless, it is immediately noticeable that the density fields in each chamber are different due to the dif-
ferent constraints on the chambers mass exchange imposed by the different AIC geometries. Additionally, Fig. 6 shows
the distribution of the fraction of CEX neutrals to total fast particles evaluated at the two different PFG-AIC distances
for the conical AIC operating conditions. The conical configuration was chosen as it promotes higher background gas
densities in the main chamber, and therefore more frequent CEX reaction, when compared to the cylindrical geometry.
Estimations of CEX reactions prevalence are important as the available diagnostics of fast particles can only detect the
flux of charged particles. If a large fraction of CEX reactions occur and effects due to CEX are not corrected, a flux of
neutral fast particles will not be measured. A spatial average of the data of Fig. 6, shows that approximately P = 10%
of the ions emitted by a PFG placed 0.6 m from an AIC undergo CEX reactions before they reach the AIC entrance. To
correct for this effect, one should multiply the current measured by the Faraday Probe by Pcorr = 1/1 − P. Moreover,
as expected, the CEX effect is less important for lower AIC-PFG distances, as the particles have less time to react. The
simulations resulted in an average correction factor of P = 4%. The average correction factors are in agreement with
the predictions assuming MCC collisions, Eq. (10), which, assuming a background density of 4.6 × 1017 m−3, yield
probabilities of 13.7% and 4.6%, respectively for distances from the PFG of 0.6 m and 0.2 m.

Moreover, the fluxes across the entrance and exit surfaces are evaluated in both normal directions. It is impor-
tant to point, that even having access to the flux in through each direction of each surface, deriving the transmission
probability of fast particles is not trivial. This is due to all types of flow being simulated simultaneously and it being
complex to separate the flux due to fast particles from the one due to slow and background particles in post processing
statistics. An effective transmission probability that accounts for the three flux sources at the surface (background
particles, beam slow particles, fast ions) can be computed through τe f f = ṁout,exit/ṁin,entrance. The results for the dif-
ferent configurations are presented in Table 1. Therefore, even with high fidelity simulations, obtaining the collection
efficiency supposes the need of further modeling or of multiple simulations of each stream of particles separately. To
this effect, we can evaluate the validity of the 0-D assumption by analyzing the distribution of the background particles
density shown in Fig. 7 for the case of the cylindrical AIC 0.2 m from the PFG. It is apparent that the density deviates
from the average density in both chambers close to the pump pipe as particles are removed from the simulation if they
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Figure 6: Density of CEX neutrals to total fast particles ratio evaluated at a square section inscribing the intake circular
section for different PFG-AIC distances.

reach the pump as well as close to the AIC entrance as the particles from the beam that do not reach the AIC entrance
are reflected backwards from the chamber walls. However, the biggest deviation appears near the exit of the AIC in
chamber 2 due to the beam of particles exiting the AIC. It can be argued that this deviation is not made up of real
background particles as the particles exiting the intake have a clear direction bias, although they have thermalized with
the intake walls. However, we have no reliable way to filter them out from our statistics and therefore need further
confirmation of the 0-D model appropriateness. This is the subject of the next section.

Figure 7: Distribution of the relative difference between the local background density and each average chamber
density. The simulation setup comprises a cylindrical AIC and a PFG-AIC distance of LPFG = 0.2 m. Intake fields are
related to chamber 1 average density

4.2 0-D model verification

In the present section, we compare the results of the DSMC simulations for the background density as well as effective
transmission probability against the results of the 0-D model. We close the 0-D model by computing predictions of
quantities otherwise to be measured experimentally. The analytical expression proposed by3 is used to compute the
effective pumping speed of each pump and connecting pipe

S e f f =
S F0

F0 + S (1/α − 1)
, (12)

where F0 =
⟨vi⟩

4 πR
2, α is the transparency of the connecting pipe to thermalized flow, and R is the pump orifice

radius. The transmission probabilities of the AIC as well as the fraction of ions or neutrals that reach the intake entrance
are computed using the TPMC code.

The results for the 4 different configurations are provided in Table 1. As expected, different intake configurations
results in substantial differences in chamber pressures, as different constraints are imposed on the mass exchange
between the chambers. More transparent configurations (cylinder) result in higher secondary chamber densities due
to the higher flow transmission probability. Moreover, the secondary chamber density increases in both configurations
when the AIC-PFG distance decreases, as more fast particles reach the intake entrance.

The comparison between the DSMC and 0-D model simulations show an excellent agreement with a maximum
error in the density predictions of 2.5%. The agreement justifies the use of the simplified model as a functional
relationship to extract the transmission probability from the experimental quantity outputs. In the next section, we will
use the 0-D model to estimate the uncertainty of the transmission probability predictions.

9

DOI: 10.13009/EUCASS2022-7334



SHORT PAPER TITLE

Table 1: Comparison of DSMC and 0-D model results. ϵ denotes the relative difference between DSMC simulations
and 0-D model in percentage.

AIC LPFG Quantity DSMC ϵ

geo. [ m] [ m−3/−] [%]

Cone

0.2
nc1 4.6 × 1017 2.1
nc2 3.2 × 1016 1.3
τ1,e f f 0.075 4.1

0.6
nc1 4.6 × 1017 0.15
nc2 2.3 × 1016 0.25
τ1,e f f 0.065 1.5

Cyl.

0.2
nc1 4.1 × 1017 −1.8
nc2 1.1 × 1017 2.5
τ1,e f f 0.47 3.0

0.6
nc1 4.2 × 1017 0.49
nc2 8.6 × 1016 0.01
τ1,e f f 0.42 1.1

5. Measurement uncertainty estimation

Instrument uncertainties can compromise the accuracy of the results obtained with the developed test plan. The present
section aims to estimate typical measurement uncertainties that one can expect with the present experimental con-
figuration. This exploratory analysis is based on the Monte Carlo(MC) error propagation method8 implemented in a
Python script. The technique is used instead of a traditional Taylor series error propagation due the ease in accounting
for uncertainty correlation with MC and its capability to detect non symmetric output distributions. In such a method,
the propagation of the distributions of input measurements is performed by using the Data Reduction Equation(DRE)
to compute the distribution of the output. As detailed in the previous section, the developed 0-D model is a good
approximation of facility behavior and will therefore be used as the DRE. Moreover, for algebra simplicity we assume
that chamber background gas temperatures are similar and that the leak flow rate is similar in both chambers. Using
these assumptions, the DRE to measure facility quantities is obtained by developing Eq (9) as

τ1, fast =
1

Q1, fast

[
(Pc2 − Pc1)ξτ1, slow + S 2Pc2 − Q leak

]
, (13)

where ξ = 1000A1

√
kT

2πm = 1000A2

√
kT

2πm and Q denotes throughput with units [ mbar · L · s−1] and can be
obtained from particle flow rates as

Q = 10ṄkbT. (14)

The quantities present in Eq. (13) are either directly measurable by the instruments, such as Q1, fast , Pc1 and Pc2,
or require testing in a slightly different experimental configuration which is the case of Qleak, S 2 and τ1, slow . For the
former, the input distribution can be already estimated based on the uncertainty provided by the probe manufacturers.
For the later, the respective DRE equations have to be developed. The leak flow rate can be measured by isolating the
chambers by closing a valve between both chambers with the PFG off. The pressure can only rise due to leaks so that
by monitoring the pressure rise we can estimate the leak flow rate as

Qi,leak =
Vc,i∆Pc,i

∆t
i = 1 or 2. (15)

The secondary pump speed can be measured by closing a valve between both chambers, turning the PFG off, and
injecting gas in chamber 2 such that the pressure is equal to the pressure in the full test, with the PFG and valve open.
Through the same mass balance equation one can measure S 2 as
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Figure 8: Distribution of Monte Carlo propagation results for the transmission probability using the expanded uncer-
tainties of Table 2. Vertical lines represent the average value, and the limits of a 95% coverage interval.

S 2 =
Qin jected |S 2 + Qleak

Pc2|S 2

. (16)

Although Pc2|S 2 should equal Pc2 the subscript represents that the measurements are not done in the same con-
figurations, although performed with the same probe. The same procedure can be applied to the estimation of the
background particles transmission probability by opening the valve between the two chambers and keeping the PFG
off. Performing a mass balance we obtain

τ1, slow =
1
ξ

(
S 2Pc2|τs − Q leak

Pc1|τs − Pc2|τs

)
(17)

At this point, all quantities in Eq (13) have been estimated based on instrument readings for which the uncer-
tainty is know. Table 2 details the uncertainties provided by the manufacturers for a confidence interval of 95%. The
standard deviations then equal half the defined uncertainty. We assume for the Faraday probe that a 10% uncertainty
is reasonable, based on values provided in the literature.7 Moreover, multiple measurements are performed with same
pressure gauges instruments. Since the operating conditions and the values of the measurements are of the same order
of magnitude it is expected that measurements performed by the same probe are correlated. We will further assume
that the two probes, one present in the main chamber and another in the secondary chamber, will be calibrated to the
same standard such that the systematic uncertainty is correlated between the two probe measurements.16 Since the
pressure gauge repeatability is given as 5% we assume that the remaining error is a systematic bias that we can force
to be correlated through imposition of the same calibration.

Table 2: Instrument uncertainties

Probe Uncertainty [95%C.I.]

Pressure gauge 30% Reading
PFG flow meter[sccm] 0.5% Reading + 0.015

Faraday Probe 10% Reading
Thermocouple[K] 0.01

The propagation of the input distributions by sampling 1 millions points from the input distributions for the case
of a conical AIC at a distance of 0.2 m from the PFG. The results follow the distribution shown in Fig. 5 with an
average collection efficiency value 0.266. The left and right limits for a coverage of 95% are, as a percentage of the
average value, 33.6% and 30.8%, respectively and the distribution is slightly skewed. Given the high uncertainty on
the pressure measurements the results are encouraging but rely heavily on the fact that part of pressure measurement
uncertainties can be imposed to be correlated. This assumption will be evaluated experimentally at a higher pressure
range where available probes can be used as a standard and pressure ratios can be measured accurately.
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6. Conclusions

In the present study, VKI’s new low density facility is presented with a focus on the methodology for the measurement
of ABEP intake efficiency parameters. A model of the facility pressure is developed based on a 0-D mass balance of
each chamber and closed with a TPMC code developed in Python. The code provides estimates of the AIC performance
parameters under different flow conditions and surface conditions as well as predictions of flow characteristics reaching
the AIC.

The facility is then simulated using detailed 3-D DSMC simulations and the results are compared with those
of the 0-D model. It is found that the 0-D model predictions of each chamber density as well as the chambers mass
exchange agree well with the DSMC simulations. Therefore, the 0-D model assumptions of free molecular flow and
uniform background gas density are justified and the model can be used as a DRE for the calculation of the AIC
collection efficiency from the experimental measured quantities.

Finally, the 0-D model formulation is used for the propagation of instrument measurement uncertainties through
a Monte Carlo procedure. It is shown that reliable estimates of the collection efficiency can be computed with the
current experimental set up if the imposition of correlated pressure gauge systematic uncertainties is successful. The
validity of this method will be verified experimentally in future works.
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