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Abstract 
This work is dedicated to the application of roughness corrections [B. Aupoix,  J. Fluids Engineering  

137/021202, 2015; B. Aupoix, Int. J. Heat and Fluid Flow 56, 160-171, 2015] to hypersonic turbulent 

flows.  Simulations of configurations are performed using different RANS solvers for the k-ω SST 

model including both dynamic and thermal turbulent contributions. The experiments deal with conic 

and biconic models at Mach number        for which friction coefficients and Stanton numbers are 

available.  
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1. Introduction 

Heating during a reentry flight is known to cause rough surface state on vehicles. In the low atmospheric layers, 

roughness effects can play an important role on the turbulent flow, increasing the friction and heat fluxes on the 

walls.  Consequently, simulations have to account for these effects and usually, for industrial applications, turbulence 

is modelled using RANS (Reynolds Averaged Navier-Stokes) methods.  

Different approaches can deal with roughness effects. The direct numerical simulation (D.N.S.) consists in resolving 

the whole real geometry including rough elements. Although the accuracy of the simulation is very high, the 

computational cost can be prohibiting for complex and large size geometries. An alternative method, the discrete 

element method, is based on the inclusion of corrective terms into the Navier-Stokes or boundary layer equations. 

This method includes a blockage coefficient, i.e. the ratio between the volume accessible by the fluid over the total 

volume, and accounts for the drag and heat transfer induced by roughness elements. The discrete element method has 

been mostly developed to describe the interaction between distributed roughness patterns and the flow. Nevertheless, 

it can be considered as quite intrusive for CFD solvers due to significant modifications of the original equations. The 

last approach, introducing the concept of equivalent sand-grain, consists in bringing any kind of roughness to an 

equivalent sand-grain height that will produce the same friction increase. This approach has been widely used for 

industrial purposes. Several formulations were developed to extend RANS turbulence models to rough surfaces.  

Such corrections for the k-ω SST model were recently proposed [2-3] by Aupoix to include roughness effects on 

both friction and thermal fluxes. The corrections were validated on low Mach number experimental data. After a first 

validation step in hypersonic conditions [4], this paper presents two original applications of these corrections to 

hypersonic flows. In addition, a benchmark between two different RANS solvers is performed.  

2. Turbulent flow modelling on a rough wall 

2.1 Equivalent sand grain approach 

 
The pioneer and reference work of Nikuradse [5] exploring the effect of sand grains on pressure losses in cylindrical 

pipes, has led to the concept of equivalent sand grain height   . The roughness influence on the flow field was found 

to depend on the non-dimensional height 
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is the friction velocity. Three different regimes were identified: 

 Hydraulically smooth (  
   ):  the roughness has no influence on the flow field.  

 Transient (    
    ): the drag is generated both by viscous forces and by the pressure exerting on 

the roughness elements. 

 Fully rough (     
  : the skin friction increase is independent of the Reynolds number. Viscous 

effects become negligible compared to pressure efforts.  

The different bounds can differ according to authors. Schlichting [6] proposed for the completely rough regime to 

assimilate any kind of roughness to an equivalent sand grain (of height ks), which would generate the same skin 

friction increase as in Nikuradse’s experiments. The importance of both the roughness element form and the density 

of the distribution were pointed out. Several correlations were proposed to evaluate the equivalent sand grain height  

[7-8].This approach is advantageous thanks to its ease of implementation and its weak additional computational cost. 

Nevertheless, the method is quite sensitive to the equivalent sand-grain height estimate. 
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2.2 Roughness effect on the turbulent boundary layer 
 

Velocity variations inside the boundary layer are usually studied defining the following non-dimensional variables  
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In eddy viscosity RANS models, the total shear and heat flux are given by 
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where     and    are the eddy viscosity and conductivity respectively. 

For a smooth flat plate without pressure gradient, the turbulent boundary layer profile (corresponding to the solid line 

on Figure 1) can be decomposed into three different regions [9]. In the viscous sublayer, where the viscous forces 

prevail due to the no-slip condition at the wall, the velocity profile can be approximated by        for y
+
< 11. 

Above, the log layer corresponds to a balance between inertial and viscous forces where turbulence develops.The 

velocity profile follows the so-called logarithmic law 
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for            with κ = 0.41 and C 5. The third region is the defect layer related to the boundary layer edge 

state. On a rough wall, the velocity profile is altered  and the logarithmic law is shifted down leading to 
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as shown in Figure 1. Nikuradse’s work evidenced that    depends on the non dimensional sand grain height ks
+
. 

 
Figure 1: Turbulent boundary layer velocity profile in wall coordinates (logarithmic scale for y+) : smooth wall (solid line) 

and rough wall (dashed line)  

DOI: 10.13009/EUCASS2019-686



M. Olazabal-Loumé, F. Chedevergne, F. Danvin, J. Mathiaud 

   

 . 

In Grigson’s study [10],  a formulation was proposed for    in order to fit Colebrook’s data [11-12] 
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3. The k-ω SST model for turbulent compressible flows 

3.1 Menter’s model 

 

The k-ω SST model was developed by Menter [1] to mitigate some lack in the framework of two-equation turbulence 

models. It combines the suitability of Wilcox’s k-ω model [13] to capture the near wall turbulent flow and the k- 

model properties for free flows. This is achieved using a blending function    so that the compressible equations of 

kinetic turbulent energy and specific dissipation rate conservation write respectively 
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and    is the production term of  . The                
parameters are defined as functions of the form 
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Additionally, SST (Shear Stress Transport) limitation of the eddy viscosity is introduced, it reads 

   
 

      
   
  

 
 , 

where 

            
   

      
 
    

    
 

 ,         , 

 

and   is the norm of the mean rotation tensor. Boundary conditions at the wall are  

    ,         
  

        . 

3.2 Corrections for compressible flows 

 
   Most of turbulent models are obtained neglecting the compressibility terms in the turbulent kinetic energy k 

equation. These terms are mainly related to pressure fluctuations and dilatation dissipation. These effects were 

studied by different authors as Sarkar [14] or Zeman [15]. Main results were summarized by Rumsey [16]. Different 

contributions were proposed to include the compressibility effect on turbulent flows, based on the turbulent Mach 

number parameter    
   

 
  where a denotes the speed of sound. Sarkar and Zeman proposed different formulations 

of a pressure-dilatation correlation term. In the case of an homogeneous  shear flow, this distribution of the energy 

due to pressure fluctuations can be expressed as a correction of the production and dissipation terms in the kinetic 

energy equation writing                
    where         and        . In this work, we use this last 
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formulation combined with the k-ω SST model. The main effect of this correction is to lower the turbulent energy 

exchange close to the wall where skin friction and heat flux may be over-estimated.  

 

4. Roughness corrections for the  k-ω SST model 

4.1 Dynamic correction 
 

Aupoix [2] developed two versions of a roughness correction adapted to the k-ω SST model in order to improve the 

fully rough regime. Here, we retained finally, the correction relying on Colebrook’s data. The correction consists in 

boundary condition modifications for k and ω. The velocity shift is recovered thanks to an artificial increase of the 

turbulence level at the wall. The modifications of the wall turbulent scalars for the k- ω SST model write 
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The dimensional boundary conditions are obtained using 
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4.2 Thermal correction  

 

The Reynolds analogy does not hold for rough walls necessitating an additional thermal correction. Aupoix [3] 

suggested to account for this phenomenon by modifying the turbulent Prandtl number. Based on predictions obtained 

using the discrete element method, the turbulent Prandtl number correction reads  

 

                             

 

This correction lowers the effect of the eddy viscosity on the turbulent conductivity since the friction increase due to 

roughness is larger than the increase of the heat transfer. The turbulent Prandlt number correction depends on the 

equivalent sand grain height (ks), on the effective roughness height (h), and on the corrected wetted surface ratio 

(Scorr) , 
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McClain [18] defines the mean elevation as the base surface one would obtain, if the roughness elements were 

locally melted. From this new reference surface, only the exceeding roughness parts are taken into account to define 

the effective element diameter  and height and the new distance between two elements. These results were extended 

to the equivalent sand grain approach and to the discrete element method. The process of evaluating the corrected 

wetted surface ratio Scorr derives from these definitions. It corresponds to the ratio of the elevated wetted surface 

(including new defined roughness elements) over the smooth surface at the bottom of the original elements.  

The corrected wetted surface ratio Scorr corresponds to the wetted surface of the roughness above the mean elevation. 

The mean elevation concept was introduced by McClain [18] to account for the presence of dead water zone between 

roughness in dense configurations. The mean elevation can be estimated using the melt-down surface. More details 

can be found in [3]. 
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5. Simulation of Holden’s experiments 

5.1 Experimental conditions 
 

Experiments on rough models in hypersonic conditions were reported by Holden [19-25]. Two configurations are 

studied in the present paper: a 6° half angle slender cone and a biconic model with a 45° half-angle conic part where 

the roughness elements are located. Both experiments were conducted in the CALSPAN hypersonic facility with 

identical freestream flow conditions:        ,           m/s,     1454.8 Pa,     60 K while the wall 

temperature is     318.4 K. Among the several test conditions, only cases with 0° incidence are retained. Holden 

[24] estimated experimental error bars of 20%. 

 

In the following, results are presented using international coordinate system except for length for which inch unit is 

used. The experimental configurations are simulated using a multi-blocking structured code solving RANS equations 

and already used in a previous study on hypersonic flows [4]. It is based on a finite volume approach and a second 

order scheme. The code, developed at CEA, will be referenced as “NS” in the following.  

 

5.2 Slender cone 

First, the 6° half-angle cone is considered. Concerning this experiment, Holden indicated that a laminar-

turbulent transition occurs on the smooth cone while no indication is given for the rough cone case. Thus, 

simulations are performed imposing a transition location for the smooth wall case and a fully turbulent 

regime for the rough wall case. Air is considered as an ideal gas in these simulations, the temperature 

variations being small. Skin friction and Stanton number measurements were acquired. They are respectively 

defined by 
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with the friction temperature  
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where       is the recovery factor and    is the adiabatic index. 

This configuration corresponds to edge boundary layer conditions of         and       K in simulations. The 

position transition in the simulation is imposed at the curvilinear abscissa s    inch and is related to the location of 

a junction mentioned in Holden’s publications.  

 

5.2.1. Smooth wall 

 

The final mesh was obtained after a convergence study with different refinements. The mesh refinement was found 

to be more restrictive for the laminar and transitional upstream solution. As mentioned above, the transition point 

location is not modelled but imposed in the input data. The evolution of the transitional zone is driven by the 

turbulent viscosity via the production and dissipation terms in k and ω transport equations. With such an abrupt 

transition without intermittency, the extend of the transition zone can be sensitive to the mesh refinement. 

Additionally, a slight overshoot of the turbulence level is also observed after the transition compared to a full 

turbulent computation. Rapidly this overshoot is damped and the results become superposed in the downstream 

region for types of computations. This will be illustrated in sub-section 5.3. As expected, we noticed a decrease of 

the skin friction and heat flux levels using Sarkar’s correction of at most 20%. Figure 2 presents the friction 

coefficient and the Stanton number obtained with Sarkar’s correction in the smooth configuration. Compared to 
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experiment data, a good agreement is obtained. This correction appears necessary to retrieve a correct level of 

turbulence in the simulations and thus will be used in the following.  

 
Figure 2: Comparison of simulations and experimental data: friction coefficient and Stanton number on the smooth wall 

 

5.2.2. Rough wall  

 

Different types of roughness elements were used for this configuration. To evaluate the equivalent sand grain height, 

we refer to Finson’s study [26-27] where averaged roughness patterns were defined to analyse Holden’s and Hill’s 

[28] hypersonic experimental data. They are based on profilometer measurements and on the assumption of identical 

roughness elements with uniform density to be suitable to the discrete element type method. In the present study, 

these averaged patterns are used to evaluate the equivalent sand grain height, the effective roughness height and the 

corrected wetted surface ratio required by the roughness corrections presented in section 4. The averaged roughness 

height is k = 10 mils [27]. Moreover, Dirling’s correlation is used to estimate the equivalent sand grain height, 

i.e.  
  

 
           with      

 

 
 

  

  
 

   

where l is the average roughness element spacing,    is the winward surface 

wetted surface and    is the frontal area roughness element. 

 

Figure 3 presents the friction coefficient and the Stanton number obtained in experiments and the NS simulations. 

Comparisons are in a reasonable agreement, taking into account the experimental error bars. Measured friction level 

is found to be quite low at the end of the cone, and is comparable to the experimental data corresponding to the 

smooth wall. A similar decrease of the Stanton number is observed in the experiments. If NS simulations provides 

satisfactory mean values of    and   , the decreasing trend is not well reproduced. 

 
Figure 3: Comparison of simulations and experimental data: friction coefficient and Stanton number on the rough wall 
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5.2.3. Benchmark step 

 

In this study, results from ONERA’s code CEDRE [29] are used in a benchmark analysis. The code can deal with 

any type of unstructured mesh and uses a second order MUSCL scheme. Figure 4 shows the comparison of 

simulations and experiment data on friction coefficients and Stanton numbers obtained for the smooth wall case. In 

the CEDRE code, the transition location is imposed directly by vanishing the eddy viscosity in the upstream region. 

This slightly differs from the method used in the structured NS code but with a quite equivalent result. Simulations 

are in a good agreement in the laminar and in the turbulent zones. Figure 5 presents the computations using the 

roughness corrections. Both codes give the same general behaviour compared to the experiment data in particular by 

providing a similar mean level of the Stanton number using a constant roughness height along the model. 

Furthermore, simulations (not showed here) performed with the CEDRE code with a decreasing equivalent sand 

grain height value from the upstream to the downstream part evidenced a behaviour similar to the experimental data. 

Further investigations may be pursued to evaluate if some additional mechanism during the experiments could 

induce a modified equivalent roughness pattern viewed by the flow or if some additional modelling should be 

considered. 

 

 
Figure 4: Comparison of simulations for two different codes and experimental data: friction coefficient and Stanton 

number obtained on the smooth wall 

 

 

 
Figure 5: Comparison of simulations for two different codes and experimental data: friction coefficient and Stanton 

number obtained on the rough wall 
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5.3 Biconic model  
 

5.3.1. Smooth wall 

 

The second model consists in a biconic geometry but only the first conic part of 45° half angle is of interest. Indeed,   

experimental data only concerns this first part of the model and provide heat transfers measurements. Simulations 

were performed with ideal gas and real gas equation of state. Presented results correspond to the second case where, 

due to the angle, the Mach number behind the shock falls to 1.86 while the temperature reaches about 940 K. Figure 

6 shows experimental data on the smooth wall compared to NS simulations. The recovery factor used in the Stanton 

number evaluation is again      . The dashed line corresponds to the fully turbulent computation and the solid line 

to the case where the transition is imposed. As mentioned in the previous sub-section, transition induces a slight 

overshoot but further downstream identical levels are obtained between the two computations. Simulation and 

experimental data are found to be in good agreement in both the laminar and the turbulent parts of the flow. 

 

 

 

Figure 6: Comparison of simulations and experimental data: Stanton number obtained on the smooth wall 

 

5.3.2. Rough wall 

 

Finson’s profilometer measurements allow to define a generic roughness element with a 4 mils height. Using 

Dirling’s correlation, a conical approximation of the roughness element leads to the estimation of the equivalent sand 

grain and the corrected wetted surface ratio. Figure 7 presents the Stanton number distribution for experimental data 

and both the NS and CEDRE code results. The maximum gap between simulation and experiment lies between the 

error bars provided by Holden. 
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Figure 7: Comparaison of simulations and experimental data:  Stanton number obtained on the rough wall 

 

 

6. Conclusion 

This paper presents original comparisons between experiments and numerical simulations in two different 

hypersonic configurations of turbulent flows on smooth and rough walls. RANS simulations are performed using the 

k- SST model coupled with the Sarkar compressible correction. Roughness corrections including both dynamic and 

thermal contributions complete the computational methodology. The first experimental configuration on a slender 

cone for which friction coefficients and Stanton numbers are available, permit to validate the adopted methodology. 

Two different codes, structured and unstructured, provide similar results. The friction increase so as the heat transfer 

increase, due to roughness is well reproduced and a good agreement is observed with measurements. Although the 

experimental friction coefficient and Stanton number distributions exhibit a slight decreasing trend on the rough case 

that is not recovered by the computations, the main effects of roughness are satisfactorily captured by the present 

methodology involving the roughness corrections developed by Aupoix [2-3]. It is worth mentioning that these 

roughness corrections were developed for incompressible boundary layer flows. Their applicability to compressible 

flows, and in particular in the hypersonic regime, was never demonstrated before. This observation is strengthened 

by the second experimental configuration consisting in a biconic model. The numerical results are also in good 

agreement with the measured Stanton numbers for both codes. In this configuration, a strong detached shock occurs 

leading to high compressible effects and which do not prevent the present methodology to reproduce the roughness 

effects on heat fluxes.  

The results from this study must now be completed to extend the validation range and shed on light on the residual 

discrepancies between computational results and experimental data even if existing experiments allowing the 

validation of roughness models on hypersonic configurations are still rare. 
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