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Abstract 

 
European aeronautical industries are pursuing to reduce both fuel consumption and pollutant emissions 

in order to meet the exigent goals established by ACARE (Vision 2020 and FlightPath 2050) and, 

therefore, maintain the competitiveness of the European Aviation in the global world market. For that 

purpose, efficient and fast aerodynamic optimization methods are crucial, but the cost of CFD 

simulations is still a serious bottleneck. This paper investigates support vector machines as surrogate 

models for quick prediction of aerodynamic coefficients. Several tests are performed, focusing on the 

influence of the database selection and size on the precision of the surrogate model. 

1. Brief introduction and literature review 

Surrogate models approximate a function based on a set of training points and can then predict the function at new 

points. In engineering, these models are widely used because they are fast to train and are able to provide quick and 

accurate predictions. However, the prediction time of these techniques usually increases with the size of the dataset, 

and the high computational cost of CFD simulations (required to build the training database) is still a bottleneck in 

aerodynamic shape optimization processes. This paper analyses how surrogate modelling can be used to generate a 

quick prediction of the aerodynamic coefficients [1-3] and therefore be a candidate to be integrated in optimization 

frameworks. In particular, support vector machines (SVMs) will be used to predict the aerodynamic behaviour on 2D 

(NACA0012 and RAE2822 airfoils) and 3D (DPW wing) configurations.  

Generally speaking, surrogate modeling [1–5] refers to a group of techniques that make use of previously obtained 

sampled data in order to build surrogate models, which are subsequently used to predict the value of variables at new 

points in the design space. This group of techniques has been developed from many different fields, such as chemical 

and materials engineering [6, 7], agriculture and ecology [8, 9], medicine [10–12], economy [13] and the aerospace 

field [14-16]. The application to the aerospace field, and particularly, to aerodynamic data prediction from CFD, wind 

tunnel and flight testing data, can allow a first stage exploration of new areas in the design space, without the need of 

expensive simulations, wind tunnel or flight testing, and in this way, reduce the number of required experiments. There 

are well-documented examples of the applicability of soft computing approaches (neural networks and evolutionary-

based techniques) in a broad range of prediction and optimization problems including some parts of aerodynamic or 

multidisciplinary optimization processes. The majority of published studies use some type of evolutionary algorithms 

hybridized with neural networks as metamodels: in [17] a complete study of different types of neural networks working 

as metamodels in an aerodynamic shape design problem is carried out. The study includes multilayer perceptrons and 

radial basis functions networks. In [18] a grid-based hierarchical evolutionary algorithm hybridized with a radial basis 

function network is proposed also in different parts of aerodynamic design problems. There are also recent works 

discussing different aspect of hybridizing evolutionary algorithms and neural networks as metamodels for airfoil design 

[19-22].  Other authors have tested the performance of alternative evolutionary approaches such as particle swarm 

optimization [23]. There are also alternative methods applied to aerodynamic shape design, such as fuzzy logic 

approaches [24], multiobjective algorithms [25], works involving cokriging techniques [26], and papers that describe 

computation frameworks developed to enhance the design process [27-29]. 

This article is structured as follows: Section 2 presents the applied surrogate modelling strategy and Section 3 collects 

the numerical results. Finally, the main conclusions extracted from this study are summarized in Section 4. 
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2. Surrogate modelling strategy 

This section briefly introduces the key components of the proposed surrogate model training and validation strategy, 

SVMs through the libSVM library, and the CFD tool to be used. 

2.1 Support Vector Machines for regression (SVMr) 

Support Vector Machines for regression (SVMr) are a powerful tool used on the machine learning field, and as a 

modelling tool in many regression problems in engineering. The SVMr can be solved as a convex optimization problem 

using kernel theory to face nonlinear problems. The SVMr consider not only the prediction error but also the 

generalization of the model. The SVMr consist of training a model with the form 𝑦 = 𝑤𝑇  𝛷(𝑥) + 𝑏 given a set of 

parameters 𝐶 = {(𝑥𝑖 , 𝑦𝑖  ), 𝑖 = 1,2, … , 𝑙}, to minimize a general risk function of the form: 

𝑅[𝑓] =
1

2
‖𝑤‖2 +

1

2
𝐶 ∑ 𝐿(𝑦𝑖 , 𝑓(𝑥))

𝑙

𝑖=1

 (1) 

where w controls the smoothness of the model, 𝛷(𝑥) is a function of projection of the input space to the feature space, 

b is a parameter of bias, 𝑥𝑖 is a feature vector of the input space with dimension 𝑁, 𝑦𝑖  is the output value to be estimated 

and 𝐿(𝑦𝑖 , 𝑓(𝑥)) is the loss function selected. In this paper, the L1-SVR (L1 support vector regression) is used, 

characterized by an ε-insensitive loss function 

 

𝐿(𝑦𝑖 , 𝑓(𝑥)) = |𝑦𝑖 − 𝑓(𝑥𝑖)|𝜀 (2) 

 

In order to train this model, the following optimization problem has to be solved 

min (
1

2
‖𝑤‖2 +

1

2
𝐶 ∑ 𝜉𝑖 + 𝜉𝑖

∗

𝑙

𝑖=1

) (3) 

subject to: 

𝑦𝑖 − 𝑤𝑇𝛷(𝑥) − 𝑏 ≤ 𝜀 + 𝜉𝑖 , 𝑖 = 1, … , 𝑙 
−𝑦𝑖 + 𝑤𝑇𝛷(𝑥) + 𝑏 ≤ 𝜀 + 𝜉𝑖

∗, 𝑖 = 1, … , 𝑙 
𝜉𝑖 , 𝜉𝑖

∗ ≥ 0, 𝑖 = 1, … , 𝑙 
(4) 

 

To do this, a dual form is usually applied, obtained from the minimization of the Lagrange function that joins the 

function to minimize and the restrictions. The dual form is: 

max (−
1

2
∑ (𝛼𝑖 + 𝛼𝑖

∗)(𝛼𝑗 + 𝛼𝑗
∗)𝐾(𝑥𝑖 + 𝑥𝑗) − 𝜀 ∑(𝛼𝑖 + 𝛼𝑖

∗) + ∑ 𝑦𝑖(𝛼𝑖 + 𝛼𝑖
∗)

𝑙

𝑖=1

𝑙

𝑖=1

𝑙

𝑖,𝑗=1

 (5) 

subject to: 

∑(𝛼𝑖 − 𝛼𝑖
∗)

𝑙

𝑖=1

= 0; 𝛼𝑖 , 𝛼𝑖
∗ ∈ [0, 𝐶] (6) 

 

In addition to the restrictions, also must be taken in account the Karush-Kuhn-Tucker conditions [30] and obtain the 

bias value. In the dual formulation we must emphasize the apparition of the kernel function 𝐾(𝑥𝑖 , 𝑥𝑗), which is 

equivalent to the scalar product 〈𝛷(𝑥𝑖  ), 𝛷(𝑥𝑗  )〉. In our case, the kernel function is a Gaussian function: 

 

𝐾(𝑥𝑖 , 𝑥𝑗) = exp(−𝛾 · ‖𝑥𝑖 − 𝑥𝑗‖
2

) (7) 

 

The final form of the regression model depends on the Lagrange multipliers 𝛼𝑖 , 𝛼𝑖
∗, following the expression: 
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𝑓(𝑥) ∑(𝛼𝑖 − 𝛼𝑖
∗)𝐾(𝑥𝑖 , 𝑥) + 𝑏

𝑙

𝑖=1

 
(8) 

In this way, the SVMr model depends on three parameters, 𝜀, 𝐶 and 𝛾. 𝜀 controls the error margin permitted for the 

model, as can be seen in equations (4), (5), C controls the number of outliers allowed on the optimization of the function 

equation (4). Finally, 𝛾 determines the Gaussian variance for the kernel. Depending on the selection of these values, 

the model can have a different performance. To obtain the best SVM performance, a search of the most suitable 

combination of these three parameters must be carried out, usually by using cross validation techniques over the 

training set. To reduce the computational time of this process, different methods have been proposed in the literature 

to reduce the search space related to these parameters. In this case, it has been applied the one developed by Ortiz-

García et al [30]  which has proven to require pretty short search times. 

2.2. LibSVM 

LIBSVM is a library for support vector machines (SVM) [31] which has gained wide popularity in machine learning 

and many other areas. A typical use of LIBSVM involves two steps: first, training a data set to obtain a model and 

second, using the model to predict information of a testing data set. For SVC and SVR, LIBSVM can also output 

probability estimates. Many extensions of LIBSVM are available at libsvmtools. 

2.3. Flow solver (DLR TAU) 

Fluid flow computations are carried out with the TAU code [32], and the grids were generated with Centaur [33]. The 

TAU-Code solves the compressible, three-dimensional Reynolds-Averaged Navier-Stokes equations using a finite 

volume formulation. The TAU-Code is based on a hybrid unstructured-grid approach, which makes use of the 

advantages of semi-structured prismatic grids in the viscous shear layers near walls, and the flexibility in grid 

generation offered by tetrahedral grids in the surrounding flow volume. A dual-grid approach with an edge-based data 

structure is used in order to make the flow solver independent from the cell types used in the initial grid.  

The TAU-Code consists of several different modules, including: 

 The Grid Partitioner, which splits the primary grid into n number of subgrids for n processors. 

 The Preprocessor module, which uses the information from the initial grid to create a dual-grid and secondly 

coarser grids for multi-grid. 

 The Solver module, which performs the flow calculations on the dual-grid.  

 The Postprocessing module, which is used to convert results to formats usable by popular visualization tools. 

Together, all modules are available with python interfaces for computing complex application, e.g. unsteady cases, 

complete force polar curves or fluid-structure couplings in an automatic framework. Furthermore, it eases the usage 

on highly massive parallel computers to execute applications. 

2.4. Surrogate model training and validation strategy 

The surrogate model that estimates the aerodynamic coefficients for a given geometry over a range of different flow 

regimes and angles of attack is built using SVM regression techniques. To do this, we generate two databases, one for 

testing and the other for training. The testing library is generated only once at the beginning of the training process and 

stored. It contains the aerodynamic coefficients of the full range of Mach number and angle of attack considered for 

each geometry. The training database on the other hand must be computed such that the largest amount of features in 

the range of angles of attack and Mach numbers are captured. This is achieved implementing Latin Hypercube 

Sampling, which ensures a spread of the training parameters for any number of training cases. Therefore, one can 

obtain an arbitrarily long set of angles of attack and Mach numbers that are representative of the whole domain 

considered. 

The following picture summarizes the proposed training and prediction approach. 
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Figure 1: Proposed methodology for aerodynamic prediction using a support vector machine based surrogate model. 

3. Numerical results 

Three test cases have been considered based on three well-known geometries (Figure 2): the NACA0012 airfoil [34], 

the RAE2822 airfoil [35] and the DPW-W1 wing from the 3rd AIAA Drag Prediction Workshop [36]. 

 

  
 

Figure 2: NACA0012, RAE2822 and DPW grids 

3.1 Results on the NACA0012 test case 

The proposed surrogate modelling strategy was tested in different databases for various training set sizes. In particular, 

as will be explained during this section, 25, 50 and 100 samples were used to build several models with different 

prediction accuracy. A triangular computational mesh with 5990 points (Figure 2) was used in the inviscid flow 

analysis.  

3.1.1 Surrogate training with 25 samples 

First, the model was trained using 25 samples, which were generated by LHS with Mach number ranging from 0.1 to 

0.8 and AoA ranging from 0 to 17. The following figures show the results of the model prediction for Mach numbers 

0.3, 0.5 and 0.7. For these results, 10 different sets of 25 samples where generated to train the model and the mean 

values were considered. These pictures show the lift and drag coefficients prediction against the lift and drag 

coefficients computed by the CFD tool. X axis is the AoA and the Y axis represents the lift or drag coefficient value. 

   
Figure 3: Cl model prediction vs. CFD Cl for Mach numbers 0.3, 0.5 and 0.7 (25 samples) 
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Figure 4: Cd model prediction vs. CFD Cd for Mach numbers 0.3, 0.5 and 0.7 (25 samples) 

3.1.2 Surrogate training with 50 samples 

Here, the model was trained using 50 samples, which were generated by LHS with Mach number ranging from 0.1 to 

0.8 and AoA ranging from 0 to 17. The following figures show the results of the model prediction for Mach numbers 

0.3, 0.5 and 0.7. For these results, 10 different sets of 50 samples where generated to train the model and the mean 

values were considered. These pictures show the lift and drag coefficients prediction against the lift and drag 

coefficients computed by the CFD tool. X axis is the AoA and the Y axis represents the lift or drag coefficient value, 

respectively. 

 

   
Figure 5: Cl model prediction vs. CFD Cl for Mach numbers 0.3, 0.5 and 0.7 (50 samples) 

   

Figure 6: Cd model prediction vs. CFD Cd for Mach numbers 0.3, 0.5 and 0.7 (50 samples) 

3.1.3 Surrogate training with 100 samples 

The following figures show the results of the model prediction for Mach numbers 0.3, 0.5 and 0.6. For these results, 

10 different sets of 100 samples where generated to train the model and again the mean values were considered. These 

pictures show the lift and drag coefficients prediction against the lift and drag coefficients computed by the CFD tool. 

X axis is the AoA and the Y axis represents the lift or drag coefficient value, respectively. 
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Figure 7: Cl model prediction vs. CFD Cl for Mach numbers 0.3, 0.5 and 0.7 (100 samples) 

   
Figure 8: Cd model prediction vs. CFD Cd for Mach numbers 0.3, 0.5 and 0.7 (100 samples) 

It can be observed, that, as expected, the bigger the training database is, the more accurate the surrogate is, especially 

in the case of the prediction of lift coefficient. However, in case of the drag, there is not significant differences in 

accuracy and a reduced number of samples in the training database could be used. 

3.1.4 Surrogate error validation with a polar database 

Finally, a polar on the NACA0012 test case was run. The ranges of AoA and Mach number are shown in the following 

table: 

Table 1: AoA and Mach number ranges 

 Minimum value Maximum value Increment 

Mach 0.1 0.8 0.1 

AoA 0 17 1 

With these ranges, a database of 144 samples was generated. The computational time to generate this database what 

around 25 minutes in a single Intel(R) Xeon(R) CPU E5-2660 v3 @ 2.60GHz core. 

The following figures show the polar plots for different Mach numbers (X axis is the AoA and the Y axis represents 

the lift or drag coefficient value, respectively): 

 

 
Mach 0.1 

 
Mach 0.2 
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Mach 0.3 

 
Mach 0.4 

 
Mach 0.5 

 
Mach 0.6 

 
Mach 0.7 

 
Mach 0.8 

Figure 9: NACA0012 polar for Mach numbers ranging from 0.1 to 0.8 

This database was used to compute the R2 values of the surrogate model for different training set sizes (25, 50 and 100 

training samples), and the values are displayed in the following figure: 

 

N_train Cl R2 Cd R2 

25 0,8103 0,9461 

50 0,8727 0,95 

100 0,8906 0,9547 
 

 
Figure 10: Cd and Cl R2 values for different training set sizes 

DOI: 10.13009/EUCASS2019-870



C. Paulete-Periáñez, E. Andrés-Pérez, C. Lozano 

     

 8 

As commented before, it can be observed, that, as expected, the bigger the training database is, the more accurate the 

surrogate is, especially in the case of the prediction of lift coefficient, where R2 values drastically increase when going 

from 25 samples to 50 samples. However, in case of the drag, there is not significant differences in accuracy and a 

reduced number of samples in the training database could be used. 

3.2 Results on the RAE2822 test case     

The surrogate model was tested on a polar database for a viscous RAE2822 airfoil using various training dataset sizes. 

Particularly, 10, 25, 50 and 100 samples were used to train the models which show different prediction accuracy. A 

hybrid computational mesh with 27874 points (Figure 2) was used in the analysis. The Reynolds number was 6.5 

million. 

3.2.1 Surrogate training with 10 samples 

Initially, the model is trained with 10 samples generated using LHS with Mach number ranging from 0.1 to 0.9 and 

AoA from 0 to 15. The predicted and test polar curves are shown in the following figures for Mach numbers 0.3 and 

0.6. These results are a product of 10 different training sets of 10 samples, on which the model is trained. The resulting 

predictions are then averaged for each AoA. These pictures show the lift and drag coefficients prediction against the 

lift and drag coefficients computed by the CFD tool. X axis is the AoA and the Y axis represents the lift or drag 

coefficient value, respectively.  

 
Figure 11: Cl model prediction vs. CFD Cl for Mach numbers 0.3 and 0.6 (10 samples) 

 
Figure 12: Cd model prediction vs. CFD Cd for Mach numbers 0.3 and 0.6 (10 samples) 

3.2.2 Surrogate training with 25 samples 

Now, the model is trained against 25 samples generated using LHS with Mach number ranging from 0.1 to 0.9 and 

AoA from 0 to 15. The predicted and test polar curves are shown in the following figures for Mach numbers 0.3 and 

0.6. These results are a product of 10 different training sets of 25 samples, on which the model is trained. The resulting 

predictions are then averaged for each AoA. These pictures show the lift and drag coefficients prediction against the 

lift and drag coefficients computed by the CFD tool. X axis is the AoA and the Y axis represents the lift or drag 

coefficient value, respectively. 
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Figure 13: Cl model prediction vs. CFD Cl for Mach numbers 0.3 and 0.6 (25 samples) 

 
Figure 14: Cd model prediction vs. CFD Cd for Mach numbers 0.3 and 0.6 (25 samples) 

 

In this case, the model is trained against 50 samples generated using LHS with Mach number ranging from 0.1 to 0.9 

and AoA from 0 to 15. The predicted and test polar curves are shown in the following figures for Mach numbers 0.3 

and 0.6. These results are a product of 10 different training sets of 50 samples, on which the model is trained. The 

resulting predictions are then averaged for each AoA. These pictures show the lift and drag coefficients prediction 

against the lift and drag coefficients computed by the CFD tool. X axis is the AoA and the Y axis represents the lift or 

drag coefficient value, respectively.  

 
Figure 15: Cl model prediction vs. CFD Cl for Mach numbers 0.3 and 0.6 (50 samples) 

 
Figure 16: Cd model prediction vs. CFD Cd for Mach numbers 0.3 and 0.6 (50 samples) 
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3.2.3 Surrogate training with 100 samples 

Initially, the model is trained against 100 samples generated using LHS with Mach number ranging from 0.1 to 0.9 

and AoA from 0 to 15. The predicted and test polar curves are shown in the following figures for Mach numbers 0.3 

and 0.6. These results are a product of 10 different training sets of 100 samples, on which the model is trained. The 

resulting predictions are then averaged for each AoA. These pictures show the lift and drag coefficients prediction 

against the lift and drag coefficients computed by the CFD tool. X axis is the AoA and the Y axis represents the lift or 

drag coefficient value, respectively.  

 

 
Figure 17: Cl model prediction vs. CFD Cl for Mach numbers 0.3 and 0.6 (100 samples) 

 
Figure 18: Cd model prediction vs. CFD Cd for Mach numbers 0.3 and 0.6 (100 samples) 

 

As in the previous test case, the trend is that the bigger the training database is, the more accurate the surrogate is. In 

this case, it can be observed that the lift coefficient is reasonable well predicted but in the case of the drag, some 

differences occur, which suggests that it is necessary to include more samples in certain regions of the design space 

where flow discrepancies may appear. 

3.2.4 Surrogate error validation with a polar database 

Finally, a polar on the RAE2822 test case was run. The ranges of AoA and Mach number are shown in the following 

table: 

Table 2: AoA and Mach number ranges 

 Minimum value Maximum value Increment 

Mach 0.1 0.9 0.1 

AoA 0 15 1 

With these ranges, a database of 100 samples was generated. The computational time to generate this database was 

around 6 hours in 24 Intel(R) Xeon(R) CPU E5-2660 v3 @ 2.60GHz cores. 

This database was used to compute the R2 values of the surrogate model for different training set sizes (10, 25, 50 and 

100 training samples), and the values are displayed in the following table: 
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N_train Cl R2 Cd R2 

10 0,6001 0,7481 

25 0,7736 0,9203 

50 0,865 0,9387 

100 0,8963 0,9504 
 

 
Figure 19: Cd and Cl R2 values for different training set sizes 

 

In this case, both lift and drag R2 values drastically increase when going from 10 samples to 50 samples. However, no 

significant improvements are achieved by incrementing the database size to 100 samples. 

3.3 Results on the DPW test case    

As in the previous test cases, the proposed surrogate modelling strategy was tested in different databases for various 

training set sizes. In particular, as will be explained during this section, 10, 25, 50 and 100 samples were used to build 

several models with different prediction accuracy. A computational mesh with 427919 points (Figure 2) was used in 

the inviscid flow analysis.  

3.3.1 Surrogate training with 10 samples 

First, the model was trained using 10 samples, which were generated by LHS with Mach number ranging from 0.1 to 

0.8 and AoA ranging from 0 to 15. The following figures show the results of the model prediction for Mach numbers 

0.3, 0.5 and 0.6. For these results, 10 different sets of 10 samples where generated to train the model and the mean 

values were considered. These pictures show the lift and drag coefficients prediction against the lift and drag 

coefficients computed by the CFD tool. X axis is the AoA and the Y axis represents the lift or drag coefficient value, 

respectively. 

 

   
Figure 20: Cl model prediction vs. CFD Cl for Mach numbers 0.3, 0.5 and 0.6 (10 samples) 

 

   
Figure 21: Cd model prediction vs. CFD Cd for Mach numbers 0.3, 0.5 and 0.6 (10 samples) 
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3.3.2 Surrogate training with 25 samples 

The following figures show the results of the model prediction for Mach numbers 0.3, 0.5 and 0.6. For these results, 

10 different sets of 25 samples where generated to train the model and the mean values were considered. These pictures 

show the lift and drag coefficients prediction against the lift and drag coefficients computed by the CFD tool. X axis 

is the AoA and the Y axis represents the lift or drag coefficient value, respectively. 

   
Figure 22: Cl model prediction vs. CFD Cl for Mach numbers 0.3, 0.5 and 0.6 (25 samples) 

 

   
Figure 23: Cd model prediction vs. CFD Cd for Mach numbers 0.3, 0.5 and 0.6 (25 samples) 

3.3.3 Surrogate training with 50 samples 

The following figures show the results of the model prediction for Mach numbers 0.3, 0.5 and 0.6. For these results, 

10 different sets of 50 samples where generated to train the model and the mean values were considered. These pictures 

show the lift and drag coefficients prediction against the lift and drag coefficients computed by the CFD tool. X axis 

is the AoA and the Y axis represents the lift or drag coefficient value, respectively. 

 

   
Figure 24: Cl model prediction vs. CFD Cl for Mach numbers 0.3, 0.5 and 0.6 (50 samples) 
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Figure 25: Cd model prediction vs. CFD Cd for Mach numbers 0.3, 0.5 and 0.6 (50 samples) 

3.3.4 Surrogate training with 100 samples 

The following figures show the results of the model prediction for Mach numbers 0.3, 0.5 and 0.6. For these results, 

10 different sets of 100 samples where generated to train the model and the mean values were considered. These 

pictures show the lift and drag coefficients prediction against the lift and drag coefficients computed by the CFD tool. 

X axis is the AoA and the Y axis represents the lift or drag coefficient value, respectively. 

 

   
Figure 26: Cl model prediction vs. CFD Cl for Mach numbers 0.3, 0.5 and 0.6 (100 samples) 

 

   
Figure 27: Cd model prediction vs. CFD Cd for Mach numbers 0.3, 0.5 and 0.6 (100 samples) 

 

3.3.5 Surrogate error validation with a polar database 

Finally, a polar on the DPW test case was run. The ranges of AoA and Mach number are shown in the following table: 

 

Table 3: of AoA and Mach number ranges 

 Minimum value Maximum value Increment 

Mach 0.1 0.8 0.1 

AoA 0 15 1 

 

With these ranges, a database of 100 samples was generated. The computational time to generate this database what 

around 50 minutes in 24 Intel(R) Xeon(R) CPU E5-2660 v3 @ 2.60GHz cores. 

This database was used to compute the R2 values of the surrogate model for different training set sizes (10, 25, 50 and 

100 training samples), and the values are displayed in the following table: 
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N_train Cl R2 Cd R2 

10 0,9059 0,738 

25 0,9697 0,9203 

50 0,9838 0,9538 

100 0,9935 0,9718 
 

 
Figure 28: Cd and Cl R2 values for different training set sizes 

 

This case follows the same trends as the previous one, both lift and drag R2 values drastically increase when going 

from 10 samples to 50 samples. However, no significant improvements are achieved by incrementing the database size 

to 100 samples. 

4. Conclusions and further work 

This paper has presented a surrogate model application for the prediction of aerodynamic coefficients in aeronautical 

configurations, in particular, results on the 2D NACA0012 and RAE2822 airfoils and the 3D DPW wing have been 

shown. The results show how the surrogate model is able to predict aerodynamic data in these configurations with a 

reasonable level of accuracy, without the need of expensive computational fluid dynamics simulations. 

The results show that, as expected, the bigger the training database is, the more accurate the surrogate is, especially in 

the case of the prediction of lift coefficient. However, in case of the drag, there is not as significant differences in 

accuracy and a reduced number of samples in the training database could be used. In all tested configurations, both lift 

and drag R2 values drastically increase when going from 10 samples to 50 samples. However, no significant 

improvements are achieved by incrementing the database size to 100 samples. 

Although this work is focused on CFD data, this approach is able to be used with wind tunnel and flight testing data 

instead of only CFD simulations. In addition, the integration of data with different fidelities to the model: CFD, wind 

tunnel, and flight data, could be possible based on the approach presented here. Thus, further research will be focused 

on this issue and other advance setting of the surrogate that could improve more its performance. 
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