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In this analysis, we studied nonlinear system identification of the thermal model of the communi-

cation satellites. Communication satellites get exposed to external and internal thermal loads during

their mission around Earth. The external heat loads include solar flux, albedo flux, and the Earth

IR radiation depending on orbit type while the internal loads are the heat dissipation caused by the

electrical and mechanical equipments within satellites. Furthermore, the temperature distribution

of the satellite equipment has to stay within certain temperature limits to avoid thermal fatigue or

overheating of electronic equipments. The control of active heaters and radiators commonly rely

on the temperature feedback from real-time thermal simulator. Basically, the thermal simulator

solves thermal mathematical model of satellites for the given external and internal heat loads. The

thermal mathematical model includes discrete satellite components and discrete radiative and con-

ductive connection between them. These connections are represented as matrices to introduce them

to numerical solver in the thermal simulator and, they are formed by various numerical techniques

based on the thermal considerations of the problem such as absorptivity, emissivity and conductiv-

ity. Moreover, due to the deterioration of multilayer insulation (MLI), the solar flux penetrating

into the satellite may significantly increase. As a result, even though these approaches result in

good approximation of the thermal mathematical model of satellite, it may include some relatively

small error in forming radiation and conduction links. These errors can accumulate in long run

and may deviate the result significantly. In this study, we focus on the identification of these errors

in aforementioned thermal links between the discrete components of communication satellites and,

discuss how the real-time temperature measurement data can be used to improve the quality of the

thermal control by means of non-linear system identification.

I. INTRODUCTION

With the development of fast on board computers (OBC), the capability of communication satellites improved

considerably. Autonomous on board computers serve both to control various subsystems of satellites and to perform

the relevant data processing tasks such as image processing [8]. They remotely communicate with ground stations.

These stations retrieve various types of data from satellites [7, 14]. Moreover, these on board computers are also

used to simulate the physical processes associated with the control of subsystems such as heat transfer, electrical

dissipation. The real-time numerical computation of these physical processes play an important role in both con-

trolling the subsystems of satellites and extending the possible service time of satellites. The real-time simulation of

temperature distribution within a satellite is performed by integrating the thermal mathematical model of a given

satellite. The thermal mathematical model includes the thermal mass of each discretized finite volume and, conduc-

tion and radiation links between them. Moreover, the thermal mathematical models of such satellites are commonly

based on computer simulations and subsequent thermal testing. In these simulations, material properties such as

conductivity, absorptivity and emissivity are entered manually. These material properties are taken from previous

experimental data. However, these datum may include some noise. Moreover, in the computation of radiation links,

commonly statistical ray tracing methods are preferred[22]. Even though these methodologies produce a good esti-

mate of the thermal mathematical model of satellites, they may introduce small error. Furthermore, the cyclic heat

loads, particularly solar flux, leads to material degradation on MLI outside the satellite, which affects radiation links

in the model.

Additionally, the thermal mathematical model is strongly non-linear due to radiation links between the discretized

components, therefore it is highly sensitive on the small differences of the physical model[13]. It is particularly

evident in diffuse-gray radiation enclosure problems[20]. In the present work, the main focus is on determining

these errors associated with conduction and radiation links. In that context, a methodology which uses sparse real
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time temperature measurements from sensors to identify these errors is described here. The optimal configuration

of sensor placement plays an important role in obtaining the required data to identify nonlinear systems. Recent

study on the placement of sensors has shown that Singular Value Decomposition (SVD) can be used to identify the

appropriate locations[3] by determining most significant singular values. The methodology developed in that study

can be applied to general case. For our purposes, Eigendecomposition is also sufficient to obtain these location,

as thermal mathematical model for satellites has symmetric and square conduction and radiation matrices. The

determination of these sensor locations within a satellite are left for future investigations. Here, two separate thermal

mathematical models are generated. The first one is assumed to be the exact model, and artificially generated noise

is added to conductance and radiative coupling between discretized finite volumes to form the second model. The

temperature distribution obtained by the first model is used as measurement data, and the temperature distribution

obtained by the noisy model is used as an initial thermal mathematical model to be updated with the real-time

measurement data. The objective of the present study is to identify the actual thermal model by using the real-time

measurement data. It requires the identification of critical radiation and conduction links in the thermal network of

a model satellite used here.

Several different approaches are taken to identify nonlinear systems[1] which are mostly statistical, however most

recent attempts include newly developing machine learning algorithms[17] which are particularly useful for identifying

the coefficients of nonlinear partial differential equations. Nonetheless, the thermal mathematical model is discretized

version of continuous heat transfer problem of a satellite, the discretization leads to system of nonlinear ordinary

differential equations. The main difficulty encountered in such problem is the radiation terms which are dependent on

the forth power of the temperature distribution. Additional studies regarding such problems used sparse regression

technique to identify a system of nonlinear ordinary differential equations[2, 3]. In the generic form, it can be written

as:

d ~X

dt
= ~F ( ~X, ~µ, ~f(t)). (1)

where ~X vector represents state variables, ~F is a set of nonlinear functions that govern the problem and ~f(t) is

time-dependent forcing vector. The data driven analysis of such non-linear systems is performed by incorporating

noisy measurement data[2]. In the analysis, the time series of the measurement data is represented as:

X =




XT (t1)

XT (t2)
...

XT (tm)




=




x1(t1) x2(t1) . . . xn(t1)

x1(t2) x2(t2) . . . xn(t2)
...

...
. . .

...

x1(tm) x2(tm) . . . xn(tm)




(2)

The similar non-linear dynamical systems such as Lorenz equations are identified by using measurement data using

SINDYc algorithm[2, 3]. The dynamical system can be reformulated as sparse regression problem:

Ẋ = Θ(X)Ξ + ηZ. (3)

where Θ(X) is a library consisting of nonlinear functions of the columns of X and ξ is a sparse vector of coefficients

which determines the active terms in the library Θ(X). Moreover, Z is modelled as a matrix of independent identically

distributed Gaussian entries with zero mean, and noise magnitude η. Similar to the analysis described above, the

idea proposed here is to obtain conductivity and radiation matrices from real time measurement during the mission

of a communication orbit. In the problem analyzed here, the library consists of ~X and ~X4 terms, as we are dealing

with conduction-radiation problem. Furthermore, the main idea is to modify existing conduction and radiation

matrices under the assumption that the error in these matrices are small compared to initial value of these matrices.

Moreover, the eigenvalue distribution of these matrices provides information about the communication between each

finite volume within the satellite. If the eigenvalue of a particular eigenvector in the conduction or the radiation matrix

is zero, it physically means that the thermal connection between the components determined by the eigenvector of

the matrix that represents a particular physical process does not exist. Therefore, the presence of a noise does not

affect these connections. As a result, the sparse regression problem can be reduced to identifying the noise in the

non-zero eigenvalues of these matrices. In addition, due to the physical configuration of the problem, the majority of

the eigenvalues are zero, which reduces the number of parameters to be identified via sparse regression formulation

significantly.

The organization of the manuscript is the following. The thermal model of a communication satellite is analyzed

in section II A. In section II B, the sparse regression formulation for the particular problem is discussed. The results

2

DOI: 10.13009/EUCASS2019-910



are presented in section III. Finally, the limitations and the possible improvement of the methodology are discussed

in section IV.

II. ANALYSIS

A. Thermal Model

The physical model includes a continuous satellite components and discrete radiation link between them. The

discretization of each component should be able to capture the required detail level to observe and control the

temperature change during the mission. In the thermal management of the satellites, the effective heat transfer

modes are radiation and conduction. The discretization of these physical processes, conduction and radiation, leads

to two separate thermal connectivity matrices which enables to identify the significant thermal links between any of

two components. The heat flow between component i and component j via conduction is commonly approximated

as[10]:

Q̇condi→j =
κijAij(Ti − Tj)

Lij
. (4)

where κij is the conductivity coefficient between ith and jth components, Aij is the effective area and Lij is the

effective distance between these components.

FIG. 1: Illustration of the radiative thermal network of a communication satellite. Typically, a radiative network

includes much more points than the illustration, but the network given in the figure shows the important processes

that are radiation links between two nodes and radiation links to the space node.

The conduction heat transfer occurs between two adjacent components whereas radiative heat transfer can take

place between two component which are not necessarily in physical contact. The heat flow via radiation between

surface i and j, to the space from surface i can be given, respectively, as[10]:

Q̇radi→j =
σ(T 4

i − T 4
j )

1−εi
Aiεi

+
1−εj
Ajεj

+ 1
AiFij

, Q̇radi→s = σεiAiFis(T
4
i − T 4

s ). (5)

where σ is Stefan-Boltzmann constant, Fij is the view factor between ith and jth surfaces, Ai is the surface area of ith

surface and s subscript stands for the variables related to the space and Ts = 4K[11]. The view factor between two

surfaces are commonly computed by Monte Carlo ray tracing method[22]. Here, we also use a commercial software

which is based on Monte Carlo ray tracing method to generate the initial radiation coupling matrix. As a result, the

system of discretized radiation-conduction equations can be given as:

[M ]
d~T

dt
= [K]~T + [R] ~T 4 + ~̇Qext. (6)

where [M ] is the diagonal thermal mass matrix, [K] is the conductivity matrix and [R] is radiation matrix and

~̇Qext is the external heating term which includes external heat flow such as solar flux, albedo flux, IR flux and
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energy dissipation of the electronic components within the satellite. In the particular application, the orbit of the

communication satellite is a geostationary orbit(GEO) where albedo and IR fluxes are negligible due to the distance

between the satellite and the earth[19]. The computation of the solar flux requires the orientations of both the

exterior surfaces and the direction of Sun for computing time varying solar flux on surface. The computation of the

direction of Sun vector is explained in Appendix A 1. Additionally, as shown in figure 2, depending on the orientation

of Sun direction and the position of the external surfaces, the solar flux on each surface can be reduced by the effect

of shadowing, as the external surfaces may block the solar flux incident on other external surfaces. Similar to the

computation of the radiation coupling, the shadowing at each time step is computed by Monte Carlo method. The

details of the shadowing computation is given in Appendix A 2.

x

y

z

s̄b

φ

θ

y′

x′

z′

~x

~x′

FIG. 2: The direction of Sun vector changes at each time step, so are the orientations of the surfaces with respect

to Sun vector. In the figure, Sun vector is denoted as ẑ′, the other coordinate vectors x̂′ and ŷ′ can be chosen

arbitrarily as long as they are orthogonal both to ẑ′ direction and to each other. Each corner of a given mesh is

projected on the plane which has a unit normal in the direction of Sun vector. If a surface has corner points which

have z′ coordinates higher than those of another surface, and the regions enclosed on x′, y′ plane by these surfaces’

projections overlap, the one with higher z′ coordinates shadow some part of the other surface. In the figure, dark

shaded area illustrates the area shadowed by the top surface, which is formed by the overlap of the projections

mentioned above.

Finally, the energy dissipation of the electronic components are provided by their own model which is beyond the

scope of the present study. Consequently, the total external heating can be computed as:

Q̇extj (t) =

Nj∑

k=1

Q̇extjk (t) + Q̇elecj (t) =

Nj∑

k=1

γk(t)αkSAk(n̄k · s̄(b)(t)) + Q̇elecj (t). (7)

where Nj is the number of external surfaces of jth node, S is the solar flux which is typically taken as 1378W/m2[15],

αk is absorptivity coefficient of kth surface, n̄k is the unit normal of kth surface, Ak is the surface area of kth surface,

γk(t) is the time-dependent ratio of unshadowed part of kth surface, s̄(b)(t) is Sun vector with respect to the satellite

centred coordinate system and Q̇elecj (t) is the heat load due to electrical dissipation in jth node. After computing

associated matrices and external heat flows, the temperature distribution of the satellite is advanced in time by the

classical forth order Runge-Kutta time integration scheme[4].
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B. Nonlinear System Identification

As mentioned earlier, the thermal mathematical model is formed under simplifying assumptions and approxima-

tions, therefore it includes some error in [K], [R] and possibly [M ]. However, in most cases, the diagonal thermal

mass matrix [M ] can be experimentally obtained more accurately[5] than [K] and [R] matrices. In this study, we

focus primarily on identifying errors in [K] and [R] matrices, as they are likely to build up and cause considerable

error in the computation of temperature distribution within the model satellite. However, errors in conduction and

radiation matrices does not affect the sparsity pattern of these matrices. As the form of these matrices are dependent

on the communication between nodes which represent finite volume discretization of a model satellite, if a radiation

or conduction link does not exist between two nodes, a modelling or measurement noise can not establish such a link.

Therefore, these noises only affect the existing thermal links.
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(a) The form of a conduction matrix for a model satellite
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(b) The form of a radiation matrix for a model satellite

FIG. 3: Sparsity pattern of conduction and radiation matrices for a model satellite, which have large number of

zero eigenvalues.

As a result, the presence of noises does not affect the sparsity patterns of the conduction matrix shown in figure

3a and the radiation matrix shown in figure 3b. Furthermore, the existing conduction and radiation links can be

identified by Eigendecomposition of these matrices. Basically, these links are eigenvectors with nonzero eigenvalues in

these matrices. Moreover, since both of these matrices are symmetric, their eigenvectors are mutually orthogonal[21].

Therefore, these matrices can be decomposed as:

[K] =

Nceig∑

k=1

λcke
c
k ⊗ eck, [R] =

Nreig∑

k=1

λrke
r
k ⊗ erk (8)

where c superscript denotes terms associated with the conduction matrix, r superscript denotes terms associated

with the radiation matrix, ⊗ stands for outer product of vectors, Neig is number of nonzero eigenvalues, λk is kth

eigenvalue and ek is kth eigenvector.

The decomposed forms of conduction and radiation matrices give an important insight about how heat flow is

distributed between nodes. In the absence of external heating, eigenvectors with eigenvalues which have higher

absolute values dominate the temperature distribution in long run. Therefore, these eigenvectors point out more

effective conduction and radiation links between nodes. As a result, noise in the corresponding eigenvalues may

result in considerable error in temperature distribution. Furthermore, as mentioned earlier, modelling noise does

not affect trivial eigenvalues, as the thermal links determined by the corresponding eigenvector physically does not

exist. For example, the radiative thermal links within the satellite is independent of the radiative thermal links of the

external surfaces. Consequently, regression problem here is restricted to the thermal links with nonzero eigenvalues.

It significantly reduces the computational effort, as most of eigenvalues of these matrices are zero.

In a classical regression problem, data samples in Rn are supposed to be represented by a linear combination of a

set of linearly independent vectors S = {v1,v2, ...vm, } where m < n by minimizing L2 norm of error[4]. If m = n,

the set S spans the entire space, therefore it causes overfitting problem. In previous studies, overfitting problem

was solved by obtaining measurement form several consequent time steps as represented in equation 2[2, 3]. In the
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present study, overfitting problem can be handled by using only the eigenvectors with nonzero eigenvalues. As a

result, data from a single time step is sufficient to overcome overfitting problem. However, regression coefficients

obtained from a single step may not be sufficient, as some of existing thermal links might not have been active until

that time step and they may become effective at following time steps.
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FIG. 4: The distribution and error in eigenvalues of conduction and radiation matrices

As shown in figure 4a, after the first 100 eigenvalues of conduction matrix, the rest of them are zero. Similarly, after

the first 300 eigenvalues of radiation matrix, the rest of them are zero as shown in figure 4b. The number of significant

eigenvalues are larger in radiation matrix, as there are more active radiation links available than conduction links.

Taking these into account, the conduction-radiation problem formulated in equation 6 can be updated as:

[M ]
d~T

dt
= ([K] + [∆K])~T + ([R] + [∆R]) ~T 4 + ~̇Qext. (9)

where [K] is the initial conduction matrix , [∆K] is an update matrix to be added to the initial conduction matrix,

[R] is the initial radiation matrix, [∆R] is an update matrix to be added to the initial radiation matrix. These

update matrices are used to converge the actual configuration of the thermal links within the satellite. These update

matrices can be given as:

[∆K] =

Nceig∑

k=1

βckλ
c
ke
c
k ⊗ eck, [∆R] =

Nreig∑

k=1

βrkλ
r
ke
r
k ⊗ erk (10)

where βck and βrk are update coefficients of the significant eigenvalues of radiation and conduction matrices. In the

following step, the error vector can be computed by the difference between the measurement temperature distribution
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and the temperature obtained by the initial model. Therefore, the error vector can be given as:

~e = [M ]
~Tmeasn+1 − ~Tn+1

∆t
− [∆K]~Tn − [∆R] ~T 4

n 6= 0. (11)

The regression problem here is to minimize L2 norm of error vector. Hereafter, ~e = e and ~T = T. By substituting

Eigendecomposition of [∆K] and [∆R], the regression problem can be alternatively given as:

min
(βck,β

r
k)∈R

∥∥∥∥∥∥
b− (

Nceig∑

k=1

βckλ
c
ke
c
k ⊗ eck)Tn − (

Nreig∑

k=1

βrkλ
r
ke
r
k ⊗ erk)T4

n

∥∥∥∥∥∥
2

. (12)

where b = [M ]
Tmeasn+1 −Tn+1

∆t . Under the formulation given in equation 12, the inner product of error vector by itself

can be minimized to solve the regression problem. The minimization of the inner product of error vector by itself

can be formulated as:

∂(eTe)

∂βci
= 0,

∂(eTe)

∂βri
= 0. (13)

where T superscript stands for transpose operation. Explicitly, these relations can be given as:

λci (T
T
ne

c
i )(e

c
i )
T (b− (

Nceig∑

k=1

βckλ
c
ke
c
k ⊗ eck)Tn − (

Nreig∑

k=1

βrkλ
c
ke
c
k ⊗ erk)T4

n) =

λci (T
T
ne

c
i )(((e

c
i )
T b)− βci λci ((eci )TTn)− (

Nreig∑

k=1

βrkλ
r
k((eci )

Terk)((erk)TT4
n))) = 0.

(14)

λri ((T
4
n)Teri )(e

r
i )
T (b− (

Nceig∑

k=1

βckλ
c
ke
c
k ⊗ eck)Tn − (

Nreig∑

k=1

βrkλ
c
ke
c
k ⊗ erk)T4

n) =

λri ((T
4
n)Teri )(((e

r
i )
T b)− (

Nceig∑

k=1

βckλ
c
k((eri )

Teck)((eck)TTn)− βri λri ((eri )TT4
n))) = 0.

(15)

The set of equations described above determines βci and βri coefficients. The solution of the system above can be done

by standard linear solvers such as GMRES method or LU decomposition[21], however one of the possible problems

associated with the solution described above is the high condition number of the system, if it is left in the form

presented in equation 14 and equation 15.
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FIG. 5: The form of regression matrix described in equation14 and equation 15.

The main cause of high condition number problem is that temperature distribution within the satellite is in

O(102K), and radiation terms are in O(T 4) whereas conduction terms are in O(T ), resulting in large scale difference

between the upper part and the lower part of the regression matrix shown in figure 5. Nonetheless, the conditioning
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problem can be improved if factors λci (T
T
ne

c
i ) and λri ((T

4
n)Teri ) are eliminated. Therefore, the set of equations can

be alternatively given as:

βci λ
c
i ((e

c
i )
TTn) + (

Nreig∑

k=1

βrkλ
r
k((eci )

Terk)((erk)TT4
n)) = ((eci )

T b), (16)

(

Nceig∑

k=1

βckλ
c
k((eri )

Teck)((eck)TTn) + βri λ
r
i ((e

r
i )
TT4

n)) = ((eri )
T b). (17)

After solving the system above, the eigenvalues of both conduction and radiation matrices can be modified as:

(λci )
n+1 = (1 + βci )(λ

c
i )
n, (λri )

n+1 = (1 + βri )(λri )
n. (18)

where n represents the number of updates. If an update is required can be checked by L2 norm of error. Depending

on the required accuracy, a threshold value for error bound can be determined. Regardless of updated eigenvalues,

corresponding eigenvectors remain the same for entire identification process.

Ti+1 = Fi(Ti, Q̇i, λ̃
k
j , λ̃

r
j ) ei = (mcp)i(T̃i+1 − Ti+1)

[
λ̃k

j

λ̃r
j

]
=

[
fi(ei,Ti,v

k
j )

gi(ei,Ti,v
r
j )

]

Ti+1

ei

λ̃k
j ,λ̃r

j

vk
j ,vr

j

T̃i+1

FIG. 6: Nonlinear system identification algorithm diagram: Existing thermal model calculates temperature

distribution, then the difference between temperature distribution from measurements which is shown as T̃i+1 and

the calculated temperature distribution is computed and multiplied with the corresponding thermal mass, finally

the resultant product and eigenvectors of initial matrices, vkj and vrj , are send to the regression algorithm to

compute updates of eigenvalues of radiation and conduction matrices.

Furthermore, the nonlinear system identification algorithm described in figure 6 is more effective, when it is

used after certain amount of time steps. As errors accumulate, the algorithm can capture noise more effectively.

The identification process may be required more than once, depending on external heat flow profile some existing

thermal links might not have been active. But, on latter stages of a mission of satellite, these thermal links may

start transferring heat flow. Therefore, their error may become more apparent on advancing stages of the mission.

Moreover, towards the end of life time, the surface properties may deteriorate and result in a change in radiation

and conduction matrices. Consequently, it is more feasible to control error at certain stages of the mission.

III. RESULTS

The numerical methods described above deals with the thermal mathematical modelling of a communication satel-

lite and the associated nonlinear system identification problem. The thermal mathematical model of a communication

satellite includes thermal mass of discretized finite volumes, conduction and radiation matrices. Moreover, during a

mission around a geosynchronous orbit, the solar flux changes transiently with respect to the position of a satellite.

The amount heat flow on each external surface is dependent on its unit normals orientation with respect to Sun

vector.

Another consideration associated with the heat flow on each surface due to solar flux is the shadowing effect. The

orientation of each surface with respect to each and Sun vector may block heat flow on some of the external surfaces.

As a result, the rate of shadowing is highly dependent on the position of satellite during a cycle around its orbit.

As described in detail in Appendix A 2, the ratio of the area which gets exposed to the solar flux varies at each
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surface. The total heat flow on each surface is computed both with the effect of shadowing and without the effect

of shadowing. The result of both configuration is given in figure 7a. The difference between the heat flow in each

configuration which is shown in figure 7b shows that it significantly reduces the amount of heat flow on some surface,

thus the overall temperature distribution.

(a) Heat flow on external surfaces during a cycle around a

geosynchronous orbit. (b) Heat flow loss due to the shadowing effect.

FIG. 7: The heat flow on external surfaces of a communication satellite under the shadowing effect.

Inevitably, the rate of heat flow changes the temperature distribution of the satellite considerably. The transient

evolution of the temperature variation of the model satellite is given in figure 8a. In the results presented in figure

8a, a model assumed to be the actual thermal mathematical model is advanced in time under the solar flux with the

shadowing effect.

(a) Temperature distribution of a actual model of a

communication satellite
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FIG. 8: The evolution of the temperature distribution of an actual model and the propagation of noise in both

corrected and uncorrected models.

As mentioned earlier, an additional model to which noise added is generated and it is also advanced in time. After

500 time steps, the error vector is used to identify the updates of eigenvalues of conduction and radiation matrices.

The corrected model is advanced in time to observe its effect on error propagation. As shown in figure 8b, the

identification decreases the error considerably.
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IV. CONCLUSION

In this present study, the objective is to develop a numerical model which can analyse heat transfer problem in

satellite. The heat transfer modes in satellite are radiation which enables to transfer heat between components of

the satellite and also with outer space. In detail, the heat transfer with outer space includes net heat flux from

sun which varies based on satellite’s location and radiative heat loss form all surfaces. In addition, conductive heat

transfer mode occurs within each component whereas the conduction between components are negligible.

The physical model is one aspect of the problem, another issue to be addressed is to introduce these heat transfer

modes to computer. First, the system is written as thermal mass matrix which is multiplied with the time derivative

of the system. Moreover, the conduction is discretized and written in terms of conduction connectivity matrix.

The radiation is also discretized and given as radiation matrix. The modelling noise in these matrices may lead to

considerable accumulation error.

In the present study, the main objective is to minimize the error caused by noise in the modelling of the thermal

mathematical model of a communication satellite. A general framework is presented here. However, the algorithm

described above still lacks data augmentation of temperature measurements. The future extension of the current

study may deal with the associated measurement data insufficiency and optimal sensor placement.

A. Data insufficiency problem and optimal sensor placement

The real-time temperature measurement is limited to certain locations, therefore there are missing temperature

measurement data. However, the computed temperature distribution and these measurement data can be used to

augment the measurements. The measurement data and the computed data at each time step can also be stored as

a vector with missing components as:

Tmeas =




T 1
meas

T 2
meas

T 3
missing

T 4
missing

...

Tnmeas




, Tcomp =




T 1
comp

T 2
comp

T 3
comp

T 4
comp
...

Tncomp




(19)

The error due to modelling can be computed as:

η =




T 1
meas−T 1

comp

∆T 1
comp

T 2
meas−T 2

comp

∆T 2
comp

...
Tnmeas−Tncomp

∆Tncomp




(20)

ηi are independent and identically distributed (i.i.d.) errors taken from a zero-mean, Gaussian distribution with

variance ση. Given this assumed noise distribution, the probability of observing the value u1
i can be modelled as:

fη(u1
i | fi(θ)) =

1√
2πση

e
− 1

2σ2η
((u1

i−fi(θ))2
. (21)

Equation 21 includes the effects of uncertainty due to measurement and noise. Bayesian inference is well-suited for

such data augmentation problem. In generic definition, prior, likelihood and posterior distribution can be related as:

f(θ | X) =
f(θ)f(X | θ)

f(X)
(22)

where f(X) =
∫
f(θ)f(X | θ)dθ, f(θ) is the prior, f(θ | X) is the posterior and f(X | θ) is the likelihood distributions.

Bayesian approach can be taken to get better estimates of associated coefficients used here like conductivity and

radiation matrices[6, 9].
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APPENDIX A: SOLAR FLUX CALCULATION

1. The computation of the Sun direction with respect to the satellite coordinate axis

For stationary components of a communication satellite, the unit normals with respect to satellite centred coor-

dinate system of external surfaces are fixed for an entire mission. Therefore, it is computationally less demanding

to determine the direction of Sun vector with respect to satellite centred coordinate system rather than the unit

normals of each surface with respect to Earth centred coordinate at each time step.

(a) As shown in the figure, ~rsun is the position of

Sun with respect to Earth centred coordinate

system, and ~rsun is the position of the satellite

with respect to Earth centred coordinate system,

therefore the position of Sun with respect to the

satellite is given as ~rsat/sun = ~rsun − ~rsat.

(b) In the figure, ~u
(b)
1 , ~u

(b)
2 and ~u

(b)
3 show the unit

normal directions of the satellite, and ~vsat shows

the velocity vector of the satellite.

FIG. 9: The schematic representation of the position vectors of Sun and a satellite with respect to Earth centred

coordinate system.

The unit normals of the satellite shown in figure 9b can be computed as follows:

~u
(b)
3 =

−~rsat
‖~rsat‖

, ~u
(b)
2 =

~u
(b)
3 × ~vsat∥∥∥~u(b)
3 × ~vsat

∥∥∥
, ~u

(b)
1 =

~u
(b)
2 × ~u

(b)
3∥∥∥~u(b)

2 × ~u
(b)
3

∥∥∥
(A1)

In total, the satellite’s orientation can be given as:

Ĉ(i,b) =
[
ū

(b/i)
1 ū

(b/i)
2 ū

(b/i)
3

]
(A2)

where i subscript represents the unit vectors of the satellite centred coordinate system with respect to Earth centred

coordinate system. After forming the transformation matrix Ĉ(i,b), an arbitrary x̄b vector can be transformed into

the Earth centred coordinates as follows:

x̄i = Ĉ(i,b)x̄b. (A3)

where x̄i represents the transformation of x̄b with respect to the Earth centred coordinate system. Ultimately, Sun

vector with respect to the satellite centred coordinate system can be given as:

r̄bsun/sat = (Ĉ(b,i))T r̄isun/sat. (A4)

Finally, it is normalized as:

s̄(b) =
r̄bsun/sat∥∥∥r̄bsun/sat

∥∥∥
(A5)
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2. Shadowing of the solar flux

The solar flux from the sun comes from long enough distance that it can be assumed planar heat flux. In the closer

source of heat flux, typically Monte Carlo methods are preferred [12, 16]. In the case of planar source, the shadowing

issue can be much easily solved and it is computationally less expensive. The shadowing for the planar source of

rays can be basically computed by projection on 2-D plane where the solar flux is incident onto the satellite. The

projection of each component can be computed by the rotation of the plane with respect to the direction of the unit

normal of the sun as follows:



cos θ 0 sin θ

0 1 0

− sin θ 0 cos θ







cosφ sinφ 0

− sinφ cosφ 0

0 0 1






x

y

z


 =



x′

y′

z′


 . (A6)

After the projection operation described in equation A6, the projection on x′ − y′ plane can be used to compute the

rate of shadowing.

s̄b

n̂

Projected Plane

Original Plane

(a) Projection onto Sun plane.

s̄b

~v1

~v2

~v3

A1

A2

(b) The area each surface is computed by dividing

it into triangles as shown in the figure

FIG. 10: Schematic illustration of projection of the surfaces onto the Sun direction.

The area A1 shown in the figure 10b can be computed as:

A1 =
1

2
‖~v1 × ~v2‖ . (A7)

Therefore, the total projected area can be computed as:

Atot =
1

2

n−1∑

i=1

‖~vi × ~vi+1‖ . (A8)

where n is the total number of corners. Dissecting each surface into triangles allows to compute each surface robustly.

Moreover, in the preceding steps, Monte Carlo integration is performed in the shadowing algorithm, which requires

to check if a given arbitrary point on x′ − y′ is within a given area. This procedure can be much easily implemented

for a triangular region. Monte Carlo integration requires the generation of large number of arbitrary points within

a bounded domain[18]. In our problem, these points are generated within the bounding box of the projected plane

formed by the corner points of the external surfaces of the satellite. Therefore, the bounding box is determined as:

x ∈ [min(x′),max(x′)] , y ∈ [min(y′),max(y′)] (A9)

Here, the main objective is to compute the overlapping regions of each surface, as the areas of each projected surface

can be computed as described above. If a given arbitrary point lies within an area enclosed by two separate surfaces,

that points is on the region shadowed by the surface with larger z′. Finally, the ratio of the number of points

within the overlap region shadowed by another surface to the total number of points within the area covered by the
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xproj

yproj

Projected Plane

FIG. 11: Schematic View of Monte Carlo sampling in projected plane of a model satellite.

projection of that surface is approximately equal to the ratio of the shadowed area of that surface to the total area

of that surface on the projected plane for large number of arbitrary points. To perform the Monte Carlo integration,

N = O(105) number of random points are generated within the bounding box defined in equation A9. The points

which lie within the overlapping regions shown schematically in figure 11 are first counted in each separate surface.

Later, these surfaces are sorted with respect to their z′ coordinate, the surface with the highest z′ shadows the rest

of the surfaces in the overlapping region. By Monte Carlo integration, the area of each projected surface can be

obtained as:

ANj = Atot
1

N

N∑

i=1

fj(xi) (A10)

where fj(xi) = 0, 1 and it checks if the point is inside the overlap region, Aj is the jth overlapping region. Here, we

define shadowing ratio as:

γk =
Ak −Akj
Ak

(A11)

where k is the mesh number and Akj is the shadowed area of the mesh k.
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